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Scope of this presentation

• Overview of containers

• Overview of Kubernetes and Openshift

• Perform and analyze a capture on kubernetes node

• Discuss overlay networks

• Discuss the 
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Virtualization revolution
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Problems addressed by 
virtualization:
- isolation of apps

- security
- performance

- capacity
- ease of management
-

Dedicated IP and disk.

keywords: VMs, VMWare, 
Xen, KVM, Hyper-V
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From VMs to Containers 
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From Containers to VMs
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Architecture of Kubernetes

Kubernetes components

Worker01 Worker02 Master01 Master02 Master03
CRI CRI CRI CRI CRI

kubelet kubelet kubelet kubelet kubelet

API API API

etcd etcd etcd

scheduler scheduler scheduler

controller controller controller
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What is Openshift

Openshift is kubernetes with multiple addons, including

networking (OVN), container runtime (CRI-O), storage 
(Ceph), ingress (HAProxy), monitoring (Prometheus), 
logging (loki), container registry (Quay), virtualization.

Source to image and a catalog of base images.

Service Discovery with CoreDNS and optionally Istio.

CoreOS.

Web console. 

Support.
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What kubernetes version is shipped with Openshift

Release Date OpenShift Kubernetes

27 Jul 2021 4.8 1.21

10 Mar 2022 4.10 1.23

10 Aug 2022 4.11 1.24

17 Jan 2023 4.12 1.25

14 Jun 2023 4.13 1.26

13 Dec 2023 4.14 1.27

24 Apr 2024 4.15 1.28

30 Aug 2024 4.16 1.29

20 Nov 2024 4.17 1.30
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listing of pods on a worker node



#sf25eu

listing of pods on a master node
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oc get network cluster -o yaml

apiVersion: v1
items:
- apiVersion: config.openshift.io/v1
  kind: Network
  metadata:
    name: cluster
  spec:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    externalIP:
      policy: {}
    networkType: OVNKubernetes
    serviceNetwork:
    - 172.30.0.0/16
  status:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    clusterNetworkMTU: 1400
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networkType

apiVersion: v1
items:
- apiVersion: config.openshift.io/v1
  kind: Network
  metadata:
    name: cluster
  spec:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    externalIP:
      policy: {}
    networkType: OVNKubernetes
    serviceNetwork:
    - 172.30.0.0/16
  status:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    clusterNetworkMTU: 1400



#sf25eu

IP ranges for containers and services

apiVersion: v1
items:
- apiVersion: config.openshift.io/v1
  kind: Network
  metadata:
    name: cluster
  spec:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    externalIP:
      policy: {}
    networkType: OVNKubernetes
    serviceNetwork:
    - 172.30.0.0/16
  status:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    clusterNetworkMTU: 1400
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apiVersion: v1
items:
- apiVersion: config.openshift.io/v1
  kind: Network
  metadata:
    name: cluster
  spec:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    externalIP:
      policy: {}
    networkType: OVNKubernetes
    serviceNetwork:
    - 172.30.0.0/16
  status:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    clusterNetworkMTU: 1400
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Openshift CNI plugin

Openshift Version CNI plugin Encapsulation protocol

4.12+ OVN-Kubernetes Geneve

3.x–4.11 Openshift SDN VXLAN
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Geneve: Generic Network Virtualization Encapsulation

Abstract

Network virtualization involves the cooperation of devices with a wide variety of capabilities such as 

software and hardware tunnel endpoints, transit fabrics, and centralized control clusters. As a result 

of their role in tying together different elements of the system, the requirements on tunnels are 

influenced by all of these components. Therefore, flexibility is the most important aspect of a 

tunneling protocol if it is to keep pace with the evolution of technology. This document describes 

Geneve, an encapsulation protocol designed to recognize and accommodate these changing capabilities and 

needs.

Internet Engineering Task Force (IETF)

8926

Standards Track

November 2020

2070-1721

J. Gross, Ed.

I. Ganga, Ed.

Intel

T. Sridhar, Ed.

VMware

https://datatracker.ietf.org/doc/html/rfc8926#abstract
https://www.rfc-editor.org/rfc/rfc8926
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example of a single encapsulated packet
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networkType

apiVersion: v1
items:
- apiVersion: config.openshift.io/v1
  kind: Network
  metadata:
    name: cluster
  spec:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    externalIP:
      policy: {}
    networkType: OVNKubernetes
    serviceNetwork:
    - 172.30.0.0/16
  status:
    clusterNetwork:
    - cidr: 10.8.0.0/14
      hostPrefix: 23
    clusterNetworkMTU: 1400
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Control Plane

OVN
databases/
daemons

Kubernetes/
OpenShift

control plane

ovn-kubernetes
master

Worker Nodes

Open 
vSwitch
(OVS)

OVN
node

components

ovn-kubernetes
node

kubelet and
CRI-O

Project:
- OVN = Open Virtual Network
- OVN is a network virtualization platform based on Open vSwitch (OVS)
- Originally part of the OVS project, now a Linux Foundation project

Features:
- Manages overlays and physical network connectivity
- Flexible security policies (ACLs)
- Distributed L3 routing, IPv4 and IPv6, L2/L3 Gateways
- Native support for NAT, load balancing, DHCP and RA
- Works with Linux, DPDK, and Hyper-V

OVN Control Plane Architecture
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OVN
Northbound 

DB

ovn-northd

OVN
Southbound 

DB

Kubernetes
apiserver

Cluster 
Network 
Operator

Nodes

ovn-kubernetes
master

ovn-kubernetes master
- Deployment created by Cluster Network Operator
- Multiple instances elect a leader
- Kubernetes API is the single source of truth
- Listens for cluster events (Pods, Namespaces, Services, Endpoints, 

NetworkPolicy)
- Translates cluster events to OVN logical network elements (logical 

switches, ACLs, logical routers, switch ports)
- Handles all required IPAM
- Updates OVN Northbound database based on Kube API state

ovn-northd
- Multiple instances managed by ovn-kubernetes master
- Listens for Northbound DB changes
- Decomposes logical network elements into OVN pipeline and 

populates the Southbound DB
- Keeps no state itself (eg "cattle")

OVN Control Plane Architecture
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Cluster 
/other 
networks

ovn-kubernetes
node

kubelet/
CRI-O ovn-controller

OVS database

OVS bridge

apiserver
OVN 

southbound 
database

Node

podA
podA

podA NIC

ovn-kubernetes node
-Called as a CNI plugin from kubelet/CRI-O runtime
-Retrieves IPAM details from Kube API (written by ovn-kubernetes master)
-Creates OVS port on bridge, moves it into pod network namespace, sets IP 
details/QoS
-Cleans up when pods die
-Sets up "gateway" for cluster-external network access
-Sets up firewall rules and routes for HostPort and Service access from node

ovn-controller
-Listens for events from OVN Southbound database
-Translates Southbound database into OpenFlow and programs local OVS vSwitch
-Matches OVS "physical" ports with OVN logical ports
-Updates kernel netfilter tables for load balancing functionality (no iptables in 
critical path)

Open vSwitch
-The actual datapath for containers
-Performs packet handling based on OpenFlow rules
-Kernel module and userspace management daemon
-If kernel does not recognize a flow, calls up to management daemon to 
determine packet action, then caches the match+action for later

Worker Node Architecture from OVN standpoint
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Gateway routers aka L3 gateway routers, are typically used between 
the distributed routers and the physical network. Gateway routers 
including their logical patch ports are bound to a physical location (not 
distributed), or chassis. The patch ports on this router are known as 
l3gateway ports in the ovn-southbound database (ovn-sbdb).

Distributed logical routers and the logical switches behind them, 
to which virtual machines and containers attach, effectively reside on 
each hypervisor.

Join local switches are used to connect the distributed router and 
gateway routers. It reduces the number of IP addresses needed on the 
distributed router.

Logical switches with patch ports - Logical switches with patch 
ports are used to virtualize the network stack. They connect remote 
logical ports through tunnels.  Logical switches with localnet ports are 
used to connect OVN to the physical network. They connect remote 
logical ports by bridging the packets to directly connected physical L2 
segments using localnet ports.

Patch ports represent connectivity between logical switches and 
logical routers and between peer logical routers. A single connection has 
a pair of patch ports at each such point of connectivity, one on each side.

l3gateway ports are the port binding entries in the ovn-sbdb for 
logical patch ports used in the gateway routers. They are called 
l3gateway ports rather than patch ports just to portray the fact that 
these ports are bound to a chassis just like the gateway router itself.

localnet ports are present on the bridged logical switches that allows 
a connection to a locally accessible network from each ovn-controller 
instance. This helps model the direct connectivity to the physical 
network from the logical switches. A logical switch can only have a single 
localnet port attached to it.

key components involved in packet processing 
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eth0

net0

pod

primary

SR-IOV

SR-IOV device plug-in

SR-IOV 
CNI

SR-IOV on kubernetes
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capinfos
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Feedback 

https://www.linkedin.com/in/guzenkov/

