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The Concept
Diagramming IT Environments

I developed this seminar as a day-long Hands-On Lab, in which we alternate between 
working together as a class and working individually.

:START
1. Review a species of diagram, focus on specific techniques
2. Work individually to sketch a first draft of a diagram applicable to your environment
3. Print our drafts
4. Come back together as a class to review our drafts and what we have learned
goto START

Today, we have 75 minutes.  Hmm.  So, we’ll skip the ‘work individually’ part, go 
faster, and skip many of the diagrams.

I promote interactivity: please interrupt, contribute, heckle as you see fit. Then again, if 
you prefer to sit back, watch, and listen, you are welcome to do that also.

Each table should have a print-out of most of the diagrams.  Feel free to get up, walk 
around the room, peer closely at the diagrams hung on the walls.
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Philosophy
• If I can't draw it, I don't understand it

• Without understanding, I’m trouble-shooting by guessing
• I prefer nudging my future rather than throwing myself to the winds

In this session, I provide you with electronic templates, practical techniques, and real-
world examples of diagrams which support an operational IT shop’s needs for trouble-
shooting: cabling, power, networks, storage systems, applications.  We’ll see examples 
of what has worked and examples of what hasn’t worked. From this review, I propose 
deeper lessons around how sustainability and supportability interact with design and 
architecture and how to use diagramming to inform your trouble-shooting strategies 
horizontally as well as to communicate the cost of business decisions upward.

Success
• You grab your diagram at 2am to help trouble-shoot a problem
• Your colleagues ask Would you print me a copy of that diagram?

• Your manager asks Would you print me a copy?  I want to show it to my boss

I am a fan of Edward Tufte and recommend his course:  
http://www.edwardtufte.com/tufte/courses

Tufte teaches critical thinking … but in doing so, he demos a ton of ways to reason visually

http://www.edwardtufte.com/tufte/courses
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Mechanics

Talk
• I encourage interactivity
• If you want to contribute, feel free to interrupt me
• Or raise your hand, and I’ll call on you
• I’m good with either approach

Move
• You have copies of the small diagrams at your tables (ideally, one copy per table)
• The big ones are posted on the walls
• Get up and walk around the room while I’m talking – get close to these diagrams

URLs
• See http://www.skendric.com/map for examples and templates
• Want the .cvx or .vsd version?  If the URL on the Web site says:

http://www.skendric.com/map/Host-Ethernet-IP.pdf
Then try typing http://www.skendric.com/map/Host-Ethernet-IP.vsd or 
http://www.skendric.com/map/Host-Ethernet-IP.cvx into your browser, and see what 
you get  … Doesn’t always work 

• This deck available at http://www.skendric.com/seminar/

http://www.skendric.com/map
http://www.skendric.com/map/Host-Ethernet-IP.pdf
http://www.skendric.com/map/host-ethernet-ip.vsd
http://www.skendric.com/map/Host-Ethernet-IP.cvx
http://www.skendric.com/seminar/
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Me
Multi-disciplinary IT trouble-shooter / Root Cause Analysis

http://www.skendric.com

sbk@cornella student 1981

stuart@cpvax5 (Science Applications Inc) programmer 1984

sbk@cornellc.cit.cornell.edu desktop / server 1985

stuart.kendrick@med.cornell.edu server / network 1991

skendric@fhcrc.org multidisciplinary 1993

stuart.kendrick@ isi lon dot com sustaining engineer 2013

IT Architect | ITIL Problem Manager | Problem Analyst | Device Monitoring | Transport

Geeky Highlights
PL/1 on IBM mainframes Cornell University Ithaca 1981

FORTRAN on CRAY-1 SAIC San Diego 1984

Terak, DisplayWriter, IBM PC, Macintosh Cornell University Ithaca 1985

Netware, Corvus Omninet, TCP-IP / IPX / AppleTalk Cornell University Ithaca 1988

AppleShare, QuickMail, Farallon, NRC, Cisco, Sniffers Cornell Medical College Manhattan 1991

Solaris, Windows, Linux, Perl, SNMP, Wireshark, Cisco, Fluke FHCRC Seattle 1993

OneFS EMC Isilon Seattle 2013

Geek credentials:  I missed punch-cards by one semester … grew up on shared machines (IBM and Cray) … my first 
network ran at 1Mb/s over Cat 2 (Corvus Omninet) carrying IPX + AppleTalk with IP encapsulated in both.  I bored a 

vampire tap (once) … my first analyzer was a Network General Toshiba 286 laptop … and alpha versions of EtherPeek

http://www.skendric.com/
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Tools

Software
• I’m fond of ACD Canvas – drew my first network map with it in the late ’80s
• I also use Microsoft Visio – it has some neat features (stay away from the clipart)
• My bud tells me that CAD is ideal for physical layer work
• I bet that there are plenty of other excellent diagramming tools out there

Printers
• I’ve only used color HP LaserJets … I bet other manufacturers produce excellent printers

I’m addicted to 600 x 600 dpi
• I strongly recommend tabloid-size; in the USA, that translates into 11 x 17

I find it hard to deliver useful diagrams on classic letter sized paper

Plotters
• I have never been successful with plotters

 In my experience, they are finicky, requiring dedicated technicians to maintain them

 The cheap ones tend to be more expensive than lasers and only print at 300 x 300 

dpi, which is too coarse for my kind of diagrams

 Transporting folded / taped paper is easy; transporting a rolled map is hard
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Conventions
In these examples, the authors assume their audience understands these conventions:

Infrastructure Naming

-esx Switch (Layer 2 only, always Ethernet)
-fsx Fibre Channel switch
-rtr Router (Layer 3 only … might be a Layer 3 switch, might be a classical router)
sr Server Room (aka Data Center)
-ups Uninterruptible Power Supply

{building}{floor}-{type}
j4-esx denotes the Ethernet switch on the 4th floor of the J Building

j4sr-a-esx belongs to a redundant pair … you immediately know that its redundant partner is 
named j4sr-b-esx. j4sr-x-esx is short-hand for ‘j4sr-a-esx and j4sr-b-esx’

Host Naming

RFC 1178 names (aka theme-based naming) … the human brain is hardwired for language, 
associating massive amounts of context with cutsey names:  one to two syllable strings.  Take 
the fast path through cognitive hardware; avoid process-switching when you read a name
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widgets.com

widgets.local
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In the local vernacular, J4, M1, and DF 

translate into the names of data centers
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What do you notice?
What is the most important thing to know about this diagram?

I don’t know what those triangles do, but they must be important

 What do the triangles tell you?
 What do the rectangles tell you?
 This diagram shines at illustrating what services you lose when a given data 

center goes off-line

 What does stunnel do for us?
Encrypted access to LDAP (listens on TCP Port 636 … we hadn’t figured out 
how to enable Windows-native encrypted LDAP-access: stunnel was a hack)

 Bet there’s lot more info that could be packed into this diagram 
Perhaps around what these AD-specific services do, how they relate to each 

other.  For example, I know this installation provides Kerberos and LDAP 

services … but you can’t tell that from the drawing

The deeper your content knowledge, the richer your diagrams



2014-06-15 Diagramming IT Environments | Sharkfest 2014 | Stuart Kendrick 12

Services by Data Center
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Arnold, Thomas, Yale, E … 
are the names of buildings 

containing data centers

PHS, SciComp, SCHARP, 

WHI, Basic, Compass … are 
all names of departments
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What do you notice?
What is the most important thing to know about this diagram?

The Arnold Building is tall and the Yale Building is wide

 The only effective component of this diagram is the pie chart in the top corner 
Which tells us that the E2 Data Center contributes almost two-thirds of the company’s cooling 
capacity and therefore of its Data Center capacity

 You sure couldn’t tell that by looking at the rest of the diagram:  the rest of the 
diagram suggests that the Arnold Building is the most important

Although, on closer inspection, perhaps the Yale Building is also important, as it seems to contain 

a lot of services

 And why are department names (SCHARP, WHI) equivalent to what are clearly 
services (Exchange, SharePoint)?

The author is confused
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IT HelpDesk

Widgets Account Management

Employee Service
Center
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+
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Data Entry
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AMS Job
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Every 6 hours

4am 10am
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Tidal executes 

AMS Job

Active DirectoryAD Accounts

chekov
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Linux email accounts
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Account Management
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AMS runs 

here

tungsten  et al

Various NAS boxes

· Widgets is the name of our company

· Wodgets is a business partner

· Woozles is a highly independent division which manages its own 

infrastructure

The InfraOps department runs most of this gear and provides Account 

Management services to everyone, via in-house code written in 

PowerShell called Account Management Scripts

· The Source:  master data

· Data transformation performed here:  custom code

· Consumes account information

· Consumes account information and provides look-up 

services to other applications

skendric 2014-05-18
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What do you notice?
Step back, take in the diagram holistically, what do you notice?
• I don’t know what The Source is, but it sure is important

• I don’t know what Lisey does, but it sure is important

What does color tell me?
• Green implies master data or stuff directly produced from master data

• Red implies downstream transformations of the master data

• Blue means “provides directory services to other stuff”
• Purple means “consumes the information”

More tips
• What does italics tell me?
• What does the use of tower-server icons tell me?
• Notice how we can infer function from the naming scheme
• Notice that we cannot infer Operating System

The relevant sys admins are bilingual and don’t care about OS

Why don’t the Zimbra and Intranet clouds contain servers?
Inconsistency consumes brain cycles and erodes your audience’s trust
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Call Manager, Voice 

Mail, and E911 split 

between two data centers

ACD lives entirely 

within a single data 

center

One IP-based trunk …
Two Digital Gateways 

employing Three carriers … 
although on closer inspection, 

we can see that CenturyLink 

just handles CAMA (911) trunks

And an amorphous blob 

of Analog Gateways … 
which don’t relate to 
anything else

Inbound & Outbound Call 

Routing … that’s neat, 
helps understand how 

resilient we are to 

equipment & carrier 

failure

Conclusion:  this diagram 

tries to show us where 

we are resilient to failure 

and where we are 

vulnerable

X5 Solutions
x5trouble@x5solutions.com

737-973-5800 or 888-588-1501

Contract #51065

WCI
737-652-4470 or 888-652-4470

Contract #00100463229

J4-401 M4-C124

Voice Map

Outbound 911
Outbound Only

skendric 2014-05-18
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What do you notice?
What is the most important thing to know about this diagram?

It consumes a lot of rack space

 What do the Blue and Red lines tell us?
 How is Blue-1 attached to the Ethernet network?
 How is Blue-2 attached to the Ethernet network?
 What protocols does Blue support?
 What do the orange lines tell us?
 What does listing space to the second decimal place tell us?
 What information do the stacks of anatomically correct tray icons give us?

 Notice the consistent naming schemes
 This diagram shines at mapping EVS to physical trays

 The rest … not so much … mostly a disorganized catalogue
This is a good start – the author was new to storage and new to diagramming, 

but took the plunge and started drawing.  As you gain experience and expertise, 

hopefully, you return to your diagrams and refine them
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What do you notice?
What is the most important thing to know about this diagram?
• This thing is highly-available:  everything comes in pairs

• And it has a lot of disk shelves

 Not clear how the lower trays communicate with anything else
 Nor where those top 4GB FCP Ports are headed

 Notice the consistent use of color to tell us about network interfaces
Don’t even need a legend

 This diagram shines at illustrating choices around volume / shelf mapping and 
configuration
And telling us what is possible (licensing & protocols)

Serves as an operator’s quick reference:  neat
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skendric 2011-06-24carbon / Ethernet-IP

/etc/rc

hostname carbon-a

vif create lacp dmmvif1 -b ip e0a

vif create lacp dmmvif2 -b ip e0b

vif create lacp dmmvif3 -b ip e0c

vif create lacp dmmvif4 -b ip e0d

vif create single svif1 dmmvif1 dmmvif2

vif create single svif2 dmmvif3 dmmvif4

ifconfig svif1 `hostname`-svif1 netmask 255.255.254.0 mediatype auto partner svif1

ifconfig svif2 `hostname`-svif2 netmask 255.255.254.0 mediatype auto partner svif2

route add default 10.111.42.1 1

routed on

options dns.domainname fhcrc.org

options dns.enable on

options nis.enable off

savecore

Port-channel30 Port-channel32 Port-channe33 Port-channel30 Port-channel31 Port-channel32 Port-channel33

To ja-a-rtr To ja-b-rtrPort-channel1

Port-channel31

/etc/hosts

10.111.42.50    carbon-a carbon-a-svif1

10.111.42.52    carbon-a-svif2

140.107.42.13   loghost

/etc/hosts

127.0.0.1          localhost

10.111.42.51    carbon-b carbon-b-svif1

10.111.42.53    carbon-b-svif2

140.107.42.13   loghost

/etc/rc

hostname carbon-b

vif create lacp dmmvif1 -b ip e0a

vif create lacp dmmvif2 -b ip e0b

vif create lacp dmmvif3 -b ip e0c

vif create lacp dmmvif4 -b ip e0d

vif create single svif1 dmmvif1 dmmvif2

vif create single svif2 dmmvif3 dmmvif4

ifconfig svif1 `hostname`-svif1 netmask 255.255.254.0 mediatype auto partner svif1

ifconfig svif2 `hostname`-svif2 netmask 255.255.254.0 mediatype auto partner svif2

route add default 10.111.42.1 1

routed on

options dns.domainname fhcrc.org

options dns.enable on

options nis.enable off

savecore

carbon-b> ifconfig -a

e0a: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0a (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif1

e0b: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0a (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif2

e0c: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0b (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif3

e0d: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0b (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif4

lo: flags=1948049<UP,LOOPBACK,RUNNING,MULTICAST,TCPCKSUM> mtu 8160

        inet 127.0.0.1 netmask 0xff000000 broadcast 127.0.0.1

        ether 00:00:00:00:00:00 (VIA Provider)

dmmvif1: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0a (Enabled virtual interface)

        trunked svif1

dmmvif2: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0a (Enabled virtual interface)

        trunked svif1

dmmvif3: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0b (Enabled virtual interface)

        trunked svif2

dmmvif4: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0b (Enabled virtual interface)

        trunked svif2

svif1: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        inet 10.111.42.51 netmask 0xfffffe00 broadcast 10.111.43.255

        partner svif1 (not in use)

        ether 02:a0:98:08:11:0a (Enabled virtual interface)

svif2: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        inet 10.111.42.53 netmask 0xfffffe00 broadcast 10.111.43.255

        partner svif2 (not in use)

        ether 02:a0:98:08:11:0b (Enabled virtual interface)

carbon-a

carbon-a-svif1

10.111.42.50

00a0.9808.110e

carbon-a-svif2

10.111.42.52

00a0.9808.110f

e0c

00a0.9808.110f

00a0.9808.110c

e0d

00a0.9808.110f

00a0.9808.110d

dmmvif1

00a0.9808.110e dmmvif2

00a0.9808.110e

Production + Active

e0a

00a0.9808.110e

00a0.9808.110e

e0b

00a0.9808.110e

00a0.9808.110f

carbon-b

carbon-b-svif1

10.111.42.51

00a0.9808.110a

e0c

00a0.9808.110b

00a0.9808.1108

e0d

00a0.9808.110b

00a0.9808.1109

dmmvif1

00a0.9808.110a
dmmvif2

00a0.9808.110a

Production + Active

e0a

00a0.9808.110a

00a0.9808.110a

e0b

00a0.9808.110a

00a0.9808.110b

dmmvif3

00a0.9808.110f

dmmvif4

00a0.9808.110f

carbon-a-svif2

10.11142.53

00a0.9808.110b
dmmvif3

00a0.9808.110b

dmmvif4

00a0.9808.110b

NetApp Release 7.2.4: Fri Nov 16 00:07:27 PST 2007

System ID: 0101197355 (carbon-a); partner ID: 0101197418 (carbon-b)

System Serial Number: 1084359 (carbon-a)  FAS3020

System Rev: B1

NetApp Release 7.2.4: Fri Nov 16 00:07:27 PST 2007

System ID: 0101197418 (carbon-b); partner ID: 0101197355 (carbon-a)

System Serial Number: 1084358 (carbon-b)  FAS3020

System Rev: B1

j4sr-b-esx#show interface status | include Po

Port    Name                    Status          Vlan      Duplex  Speed

Po30  To carbon-a e0b    connected    42         a-full     a-1000 

Po31  To carbon-a e0d    connected    42         a-full     a-1000 

Po32  To carbon-b e0b    connected    42         a-full     a-1000 

Po33  To carbon-b e0d    connected    42         a-full     a-1000 

j4sr-b-esx# show etherchannel summary

Group  Port-channel   Protocol   Ports

30        Po30(SU)        LACP       Gi7/25(P)      

31        Po31(SU)        LACP       Gi7/26(P)      

32        Po32(SU)        LACP       Gi7/27(P)      

33        Po33(SU)        LACP       Gi7/28(P)      

Vlan42

j4sr-b-esx
Te5/2

Te5/3
Te5/1

Gi7/28Gi7/25 Gi7/26 Gi7/27

Catalyst 6509-E

12.2(33)SXI3

WS-SUP720-3B

WS-X6704-10GE

WS-X6748-GE-TX 

Gi7/28

j4sr-a-esx

Vlan42

Gi7/25 Gi7/26 Gi7/27

Te5/1
Te5/2

Te5/3

Catalyst 6509-E

12.2(33)SXI3

WS-SUP720-3B

WS-X6704-10GE

WS-X6748-GE-TX 

j4sr-a-esx#show interface status | include Po

Port      Name                  Status          Vlan      Duplex    Speed

Po30    To carbon-a e0a  connected    42         a-full       a-1000 

Po31    To carbon-a e0c  connected    42         a-full       a-1000 

Po32    To carbon-b e0a  connected    42         a-full       a-1000 

Po33    To carbon-b e0c  connected    42         a-full       a-1000

j4sr-a-esx# show etherchannel summary

Group  Port-channel   Protocol   Ports

30        Po30(SU)        LACP       Gi7/25(P)      

31        Po31(SU)        LACP       Gi7/26(P)      

32        Po32(SU)        LACP       Gi7/27(P)      

33        Po33(SU)        LACP       Gi7/28(P)    

Provides LUNs via Fibre Channel and iSCSI
To a handful of Exchange 2003 and MS SQL Servers

carbon-a> ifconfig -a

e0a: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0e (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif1

e0b: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0e (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif2

e0c: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0f (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif3

e0d: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0f (auto-1000t-fd-up) flowcontrol full

        trunked dmmvif4

lo: flags=1948049<UP,LOOPBACK,RUNNING,MULTICAST,TCPCKSUM> mtu 8160

        inet 127.0.0.1 netmask 0xff000000 broadcast 127.0.0.1

        ether 00:00:00:00:00:00 (VIA Provider)

dmmvif1: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0e (Enabled virtual interface)

        trunked svif1

dmmvif2: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0e (Enabled virtual interface)

        trunked svif1

dmmvif3: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0f (Enabled virtual interface)

        trunked svif2

dmmvif4: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        ether 02:a0:98:08:11:0f (Enabled virtual interface)

        trunked svif2

svif1: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        inet 10.111.42.50 netmask 0xfffffe00 broadcast 10.111.43.255

        partner svif1 (not in use)

        ether 02:a0:98:08:11:0e (Enabled virtual interface)

svif2: flags=948043<UP,BROADCAST,RUNNING,MULTICAST,TCPCKSUM> mtu 1500

        inet 10.111.42.52 netmask 0xfffffe00 broadcast 10.111.43.255

        partner svif2 (not in use)

        ether 02:a0:98:08:11:0f (Enabled virtual interface)
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What do you notice?
What is the most important thing to know about this diagram?

Hope the text is useful, because there sure is a lot of it

Carbon and j4sr-x-esx are the most important things

We lost the Fibre Channel detail … but gained insight into the Ethernet/IP side of 
the box

Notice the inclusion of both host-specific configuration files and of dynamic ‘show’ 
output describing the NICs

Allows the observer to sanity-check how the host is configured

The author wanted to illuminate complex host-to-Ethernet switch configuration
We had struggled painfully to configure the host physical and virtual interfaces 

… the ‘svif’ and ‘dmmvif’ parts … and to line those up with the correct switch 
LACP configurations

This template became popular – we have nearly a dozen of these now
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What do you notice?
What is the most important thing to know about this diagram?

Yellow is important (major software components)

This thing tells you about data flows

 Which hosts are virtual and which are physical?
Anatomically correct rack-mountable icons are physical; the more abstract 

desktop icons are virtual

 Where does the Extranet database live?
Admaims28 ... not clear to me what the Extranet database on London does, but 

perhaps if I knew more about CMS, I could make a guess

 This diagram shines at illustrating which protocols carry what kind of traffic to 
which hosts
Want to figure out why Web content has quit traveling from Staging to 

Production?  This diagram would give you a head start

Serves as a Web master’s quick reference:  neat
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What do you notice?
What is the most important thing to know about this diagram?

I sure hope those Grey and Green boxes are important

This thing tells us about machine resources and dataflows

 Grey boxes are virtual; Green boxes are physical
Distinguishing between the two was important to the author; in fact, I find 

it easy to do precisely this

 Tracking machine resources (CPU, RAM, storage) was important to this author
We were exhausting all three, adding RAM & CPU, scrambling to physicalize 

previously virtual boxes:  This diagram tracks those parameters easily

 Notice the use of color in lines, e.g. Green lines trace SMTP mail exchange 
Green is overloaded:  myself, I’m OK with that – I know a little about DNS and 

SMTP and a lot about this environment, and I find this use of color contributing 

to my understanding rather than confusing me

 Too dense, too many overlapping lines:  time to expand to multiple sheets
Rewards study
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What do you notice?

• Color Must mean something

• Redundancy Some services are redundant; others are not

• Complexity The two Orange boxes are complicated

Redundancy

• Yes, some partners connect via redundant 

gear, others do not

Complexity

• The two Orange boxes support site-to-site 

VPN tunnel encryption via complex routing

• And HSRP addresses to devices not shown 

here, notably firewalls and telecommuter 

VPN servers

• In addition, the bottom four boxes really 

belong just to two physical chassis’ … which 
have been carved into Virtual Routing 

Forwarding (VRF) instances

Color

• Green denotes BGP, Purple denotes EIGRP

• Yellow and Orange distinguish richly filtered route domains
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This way to 140.107.1.192/28, including
140.107.1.206, the end-point to which
our partners direct their tunnels

This way to subnets 1 & 2
and the gateway-of-last-resort

mmz-a-rtr

Widgets CRAB

Outbound encrypted traffic destined
to a remote tunnel end-point

Vlan 305 Vlan 3172.2

SSC-400 SPA

5/0/2

SPA

5/0/1

Vlan305

Vlan 301 Vlan 302

This way to 72.14.32.0/19
and 140.107.0.0/16

Vlan 303
140.107.1.204
HSRP Standby
140.107.1.206

Vlan 316 140.107.1.195 2.3 Vlan 318

Inbound encrypted traffic destined
to 140.107.1.206; will be decrypted
when it crosses the SPA module

This way to 140.107.1.192/28, including
140.107.1.206, the end-point to which
our partners direct their tunnels

This way to subnets 1 & 2
and the gateway-of-last-resort

mmz-b-rtr

Null

This way to bogon land

140.107.1.194 Vlan 306

This way to 140.107.0.0/16
This way to 72.14.32.0/19
and 140.107.240.0/20

Outbound encrypted traffic destined
to a remote tunnel end-point

Null

This way to bogon land

0.40 V400 0.41V400
Native VRF EIGRP, mmz-x-rtr transit (failure situations)

EIGRP EIGRP

0.2 V301 0.3V301
ice-x-fw VRRP, mmx-x-rtr HSRP, & Hutch transit

0.18 V302 0.19V302
ga-x-fw, mmz-x-rtr HSRP, VRRP & SCCA transit

0.52 V310 0.53V310
charon VRRP, mmx-x-rtr HSRP, & telecommuter transit

1.40 V401 1.41V401
Border VRF EIGRP, BGP, mmz-x-rtr transit (failure situations)

IPsec SPA HSRP and tunnel transit (failure situations)

EIGRP 106
Runs on interfaces

Vlan 308, 401, 410, 414,
416, 418

BGP 14954
Route Reflector

Sourced from Loopback1
140.107.1.101

Vlan 410

1.10

Vlan 414

1.14

Vlan 416

1.16

Vlan 510

2.10

Vlan 514

2.14

Vlan 516

2.16

Border VRF Route Process

EIGRP 106
Runs on interfaces

Vlan 308, 401, 510, 514,
516, 518

BGP 14954
Route Reflector

Sourced from Loopback1
140.107.1.102

EIGRPEIGRP

Native VRF Route Process

EIGRP 106
Runs on interfaces

Vlan 303, 307, and 400

skendric 2011-12-09

gigapop-a-rtr gigapop-b-rtr

Vlan 414

1.15

Vlan 514

2.15

Vlan 416

1.17

Vlan 516

2.17

EIGRP 106
Runs on interfaces
Vlan 414 and 514

BGP 14954
Sourced from Loopback0

140.107.1.103

EIGRP 106
Runs on interfaces
Vlan 416 and 516

BGP 14954
Sourced from Loopback0

140.107.1.104

icar-sttlwa01-02...pnw-gigapop.net icar-sttlwa45-01...pnw-gigapop.net

PNW GigaPOP
Westin Building

ASN 101

PNW GigaPOP
UW 4545

ASN 101

This way to gateway-of-last-resort

Reverse-route statements in the crypto-map
attached to Vlan303 inject protected subnets
into the routing table

Reverse-route statements in the crypto-map
attached to Vlan303 inject protected subnets
into the routing table

Vlan 520

2.20

manwe
EIGRP 106

Runs on interfaces
Gi0/1 and Gi0/2

Gi0/1

1.21

Gi0/2

2.21

Gi0/0

1.80

ISB

isb-rtr

140.107.1.85

Vlan 420

1.20

EIGRP

EIGRP

50Mb/s TLS
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What do you notice?
What is the most important thing to know about this diagram?

This thing is mostly air

And somehow, those black boxes and red lines must be important

 Notice the consistent use of color to distinguish between drive attachment:  Fibre
Channel, SATA, and ATA

 You can kind of tell which trays are dual-attached and which aren’t

 But the fact that the drives inside a tray are connected via one (or two) Fibre
Channel loops, while initially interesting, turned out not to be important

 What a fabulous waste of space
I predicted that I would need to learn more about the internal workings of a 

tray, in order to trouble-shoot future problems, and so left myself space to grow 

… but ended up not being involved again in this device’s exploits

Diagrams evolve as your understanding deepens and your needs change



2014-06-15 Diagramming IT Environments | Sharkfest 2014 | Stuart Kendrick 32

You can pay up 

front, or you can 

pay later

If you pay later, you pay with (exorbitant) interest

This is Technical Debt

Paying up front is 

hard, but you save 

money in the long 

run

Skilled physical 

layer people are 

hard to find and 

worth their weight in 

gold.  Look for folks 

coming from the 

telco and 

submariner spaces
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One little fiber optic link between the Server Room and the Data Protection Room

How hard can it be?
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This is what it takes to earn the moniker Skilled
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Here tracking the connections between the two campus core routers and the two E Building routers
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Adelaide

Gladstone

Yahoo

Valley

Smith

1144 Main St.

1616 Main St.

Hendick Kids

Mirage

Alistair

South on Smith St.

ISP
Gould Bloedel

North on Smith St.

Widgets Glass Ring

72

72

48

48

24

12

4

12

12

12

24

12

Harnakan
144

144

96

96

96

24

Widgets Outside Glass Cabling Plant
Single-mode fiber optic cable

Multi-mode fiber optic cable

skendric 2014-06-23

617 Main St.
48

Thomas 144

72

1201 Broad St.
24

4

Peter Griffith House
12

12

Eckart

96
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What do you notice?
What is the most important thing to know about this diagram?

Some of those buildings sit on a diamond … well, ahh … I guess … a ring
Which means that those buildings are hardened against fiber cuts

 This diagram shines at telling you what happens when a fiber conduit gets cut
 And you can tell how many raw strands you have running between buildings

Some diagrams have a narrow focus:  that’s OK, particularly if they tell the 
story clearly
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OK, let‘s get serious
Major jump in expertise here

The cabling diagrams we just saw were drawn by an IT professional with ~40 

years experience.  He dumbed down his CAD templates into Visio so that the 

rest of us could contribute – we have dozens of these diagrams now, hopefully 

more on the way

I’m headed toward showing off the best I have to offer:  twenty years working in 
one environment, nearly two decades of developing and evolving the ‘LAN/MAN 
Map’
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Bag ‘o Stuff

Yale

Arnold

Hutchinson
Weintraub

Thomas

SCCA

SCCA Firewalls

Internet

Meet Me Zone

WHI

Network Core

FHCRC Firewalls
Satellite Offices
First Hill, Cascadia

skendric 2013-05-04

FHCRC High Level Network

E Building

1616 Eastlake

Redundancy:  there’s 
two of most everything



2014-06-15 Diagramming IT Environments | Sharkfest 2014 | Stuart Kendrick 42

SciComp

M4-C124
52 KW

SCHARP

WHI

M3-C162
52 KW

HPC

M2-C126
52 KW

Exchange

SciComp

M1-C126
52 KW

Arnold

The Pit

Aka DMZ

FHCRC Firewalls

Switch B

Switch A

1100 Eastlake

HPC, Storage

E2-xxx DC
750 KW

Bag ‘o Stuff

Yale

Exchange, Zimbra,

SharePoint,vColo

Storage

J4-401 DC
108 KW

Weintraub
Hutchinson

Thomas

Clinical Research

D5-152DC
40 KW

Data Protection

DF-120 DC
30 KW

Example Data Center
Illustrates redundant routers
servicing the building and
redundant Ethernet switches
servicing the data center,
including a sample server,
redundantly connected to
the data center’s two
Ethernet switches

SCCA

SCCA Firewalls

PNW GigaPOP
Westin UW 4545

FHCRC Network Core

Satellite Offices
First Hill, Cascadia

skendric 2013-05-04

FHCRC Logical Network
Parallelism indicates redundant electronics
Each major building connects to the Network Core via four paths
Colored lines indicate paths across which traffic flows
Colored boxes indicate traffic-directing electronics

Blue indicates paths and electronics equipped with 1GigE interfaces
Dark blue indicates paths and electronics equipped with 10GigE interfaces
Green indicates paths running at 1.5Mb/s
Hardware is generally Catalyst 4500 and Catalyst 6500

Meet Me Zone

D Floor

1st Floor

2nd Floor

3rd Floor

Example Building
Illustrates redundant
routers servicing the
building, with a single
switch per floor. Port
densities vary from
~100 to 300 per switch

The Meet Me Zone allows FHCRC and the SCCA to
exchange traffic with each other, with their Internet Ser-
vice Provider, and with partners while shielding them-
selves using their respective firewalls

The Network Core allows
buildings to exchange traffic
with one another

WHI

NCI NW Hospital

Same as the last one … but with a little more detail, plus 
explanatory text
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How to densify
So the last several diagrams might be suitable for management … but hardly useful 
for techs

We want:
• IP addresses to ping
• 10Mb | 100Mb | 1GigE | 10GigE
• How much throughput do I have between location X and location Y?
• A sense of physicality … the location of data centers and even key servers
• The service providers, circuit IDs, NOC telephone numbers
• Security gear – firewalls, IPS, proxies – because they break things
• Where’s the weird stuff?  The hacks, the one-offs, the complicated parts?
• Where is the creaky stuff – degrading, overloaded, fragile?

And above all, relationships – how this chunk depends on that other chunk
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Load Balancer

Fast Ethernet

T1

Gigabit Ethernet

agw Analog Gateway: TDM to VoIP converter
brg Bridge (Layer 2, converts media)
dcp Door Control Panel
dgw Digital Gateway: TDM to VoIP converter
emu Environmental monitoring unit
esx Ethernet Switch: Layer 2 device
fw Firewall
hvac Heating/Cooling unit
ips Intrusion Prevention System
mc Media converter (repeater)
nlb Network Load Balancer
pdu Power distribution unit
rtr Router: Layer 3 device
ups Uninterruptible power supply
vpn VPN tunnel terminator
wism Wireless Services Module
wlc Wireless LAN Controller

Type Codes

Switch, Layer 2

Switch, Layer 3 only

Router

Wireless Controller

Firewall or IPS

Devices Symbols

VPN Tunnel
Terminator

High-Availability

Legend

Bandwidth
100Gig Ethernet (100,000Mb)
40Gig Ethernet (40,000Mb)
10Gig Ethernet (10,000Mb)
Gigabit Ethernet (1000 Mb)
Fast Ethernet (100 Mb)
Vanilla Ethernet (10Mb)

OC3 (155 Mb)
T3 (45 Mb)
T1 (1.544 Mb)

Darkest
Darker
Dark
Indigo
Purple
Turquoise

Red
Orange
Green

Details
If a device is colored, the Hutch or the SCCA owns it.
If a device is white, a service provider or a partner owns it.
Indigo indicates Gigabit throughput
Purple indicates Fast Ethernet throughput
Turqoise indicates Vanilla Ethernet throughput

V-Nets

Guest : Indicates the presence of ports assigned to a
Vlan dedicated to the GuestNet VRF

CSS: Indicates the presence of ports assigned to the
VLAN belonging to 140.107.138.0/23, the
internal CSS network.

skendric 2013-09-15

Media Converter

802.11g

10 Gig Ethernet

T3

LACP EtherChannel

Yak

VLANs

HPC 140.107.216.0/22

GuestNet 10.22.0.0/16

SCHARP 10.6.0.0/16

Commodity 140.107.0.0/16

VoIP 10.5.0.0/16

Storage 10.111.0.0/16

Switch, Layer 2 + 3

Vanilla Ethernet

Shapes for devices

Security (FW or IPS)

Router

Layer 2 Switch

Layer 3 Switch

Color for throughput

• Blue for GigE and above

• Purple for 100Mb

• Turquoise for 10Mb

• Green for T1

Shading for VLANs

Structured naming 

convention for infrastructure 

gear

Versioning scheme

• Minor change

Just change the date

• Major change

New animal

In 1993, we started with Armadillo
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Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

smssiteserver
64.21

admaims04
52.46

admaims01
52.43

admaims03
52.45

admaims05
52.69

blip
52.42

wluf20
52.89

wluf21
52.90

wlup20
52.91

wlup50
52.94

exchweb-lu
52.97

fhterm
52.60

wluc02
52.10

wluc01
52.20

wluf50
52.35

clinhillapps
52.85

uluc01
52.11

uluc02
52.12

uluc03
52.13

uluc04
52.14

uluc05
52.15

uluc06
52.16

uluc07
52.17

snap
52.19

iota
52.41

zozo
52.38

neuron
52.36

chromosome
52.37

webpac
52.25

denali
52.50

barney
52.51

bedrock
52.55

brontes00
52.81

spider
52.21

wilma
52.56

zeus
52.57

df-tsr
52.18

sluf20
52.92

x3631

Catalyst 6506

df-a-rtr
HSRP Active xxx.1

10.18

df-a-esx
10.16

df-b-rtr
HSRP Standby xxx.1

8.19

df-b-esx
8.16

Clinical
Computing

Building D
Thomas Building: 1100 Fairview Ave. N

8.18 10.19

de-esx
54.4

54.2 54.3

Catalyst 4006

d1-esx
56.4

56.356.2

Catalyst 4006

d2-esx
58.4

58.358.2

Catalyst 4006

d3-esx
60.4

60.360.2

Catalyst 4006

gauguin
62.76

morisot
62.96

cassatt
62.97

d4-esx
62.4

62.362.2

Catalyst 4006

d5-esx
64.4

64.3
80.3

64.2
80.2

Catalyst 4006

Catalyst 6506

52.3df-esx
52.4

52.2

Catalyst 4006

admaims14
52.68

wluf51
52.100

ga-vpn
248.8

gcore-a--esx
252.14

Catalyst 4003

Catalyst 4006

wlua01
250.18

walp01
250.26

wala01
250.28

wala02
250.16

wala03
250.30

walc02
250.14

walc01
250.12

walc00
250.10

walf02
250.22

walf01
250.20

walf03
250.24

206.253.211.197
ga-a-fw

140.107.252.10

PIX 535

Primary

206.253.211.198
ga-b-fw

140.107.252.11

PIX 535

Secondary

High-Availability

206.253.211.197

140.107.252.10

ga-a-rtr
HSRP Standby xxx.1

ga-a-esx
252.5

252.3

ga-b-rtr
HSRP Active xxx.1

ga-b-esx
252.6

252.4

Building G
SCCA: 825 Eastlake Ave E.

250.4

Network
140.107.240.0/20

ASN 18856

250.3

g1-esx
241.5

241.3 241.4

Catalyst 4006

g2-esx
242.5

242.4242.3

Catalyst 4006

g3-esx
243.5

243.3 243.4

Catalyst 4006

g4-esx
244.5

244.3 244.4

Catalyst 4006

g5-esx
245.5

245.3 245.4

Catalyst 4006

g6-esx
246.5

246.3 246.4

Catalyst 4006

g7-esx
247.5

247.3 247.4

Catalyst 4006

206.253.211.214

Catalyst 6506Catalyst 6506

ga-esx
248.5

248.3 248.4

Catalyst 3524XL

d5-scca-hub
249.8

gb-b-esx
250.6

Catalyst 4006

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

Standby Path

x x x x x x x x x x x x
x x x x x x x x x x x x

gcore-b-esx
252.15

Catalyst 4003

lf-scca-esx
249.6

Catalyst 3548XL

de-scca-esx
249.7

Catalyst 3548XL

d4-scca-esx
249.9

Catalyst 3548XL

cf-scca-esx
249.5

249.3 249.4

Catalyst 4003

140.107.113.6
mp2sr-trtr

140.107.122.1
AGS+

mp2sr-thub

caret3
122.8

127.X

122.X

140.107.113.23
scharp-rtr

140.107.97.1
C2514

SCHARP

140.107.113.24
swog-02-rtr

140.107.125.1
C2611

SWOG

whi-seattle-rtr

140.107.113.22

172.31.92.1

C2611

Seattle
Clinic WHInet

140.107.131.0
-

140.107.135.0 The
Internet

WHI Clinics
172.32.0.0

112.6

mp-dmz-esx
112.5

113.1
Catalyst 5000

IP & IPX Only

1720 Minor Ave. N.

auntfay-rtr

172.31.130.1 172.31.132.1 172.31.133.1

172.31.135.1172.31.134.1

C7000

moe
92.13

wmpc01
92.20

dot
92.30

umpc01
92.11

exchweb-mp
92.41

pangolin
92.22

tanuki
92.28

wires
92.32

lynx
92.21

koala/pony
92.23/92.24

queenbee
92.27

phssc2
92.26

phsssms
92.25

phsvpn
92.29

3000-ts2
121.71

HP3000
121.70

3000-ts1
121.70

Catalyst 6506 Catalyst 6506

mp-b-esx
8.15

8.25

mp-a-esx
10.15

CSS

140.107.113.25
css-fw

140.107.91.1

mp13-esx
109.5

Catalyst 3524XL
Standby Path

x x x x x x x x x x x x

109.3

Catalyst 4003

Catalyst 4003

mp7-2-esx
114.6

112.2 112.3

cf-pbx
Option 81c

x1600

scca-fr

pgh-rtr

199.1 201.1

C2514

hschool-hubpgh-hub

515 Minor Ave.

Qwest
74 HCGA 151316

IP Only IP & AppleTalk Only

NT Server

Netware Server

Unix Host

DEC VAX/HP 3000

IBM Mainframe

100 Mb Ethernet

10 Mb Ethernet

PRI/BRI/56K

skendric 8-11-2001

Owl

1000 Mb Ethernet

Type Codes

aurp AppleTalk Update Routing Protocol gateway
brg Bridge: a two port switch
core-x-esx A member of an L2 core
csu CSU/DSU
dmz-x-esx An ethernet switch sitting in a DMZ
dmz-rtr Gateway between the Hutch and a DMZ
eng Web Caching Engine
esx Layer 2 device: ethernet switch
fr Fiber Remote -- PBX extension
fw Firewall
hub Layer 1 device: hub or concentrator or stack
itr ISDN/ethernet router
mc Media converter (repeater)
mux Multiplexer (Lucent DDM-2000 OC3 Mux)
pbx Private Branch Exchange: telephone switch
rad Remote Access Device
rtr Layer 3 device: router
thub Token-Ring hub
trtr Token-Ring router
tsr Terminal server: serial to ethernet gateway
vpn VPN tunnel terminator
wan-esx An ethernet switch servicing WAN routers

Printer

PBX

Media Converter

Hub

Switch

Router, Core

Router, Edge

Gateway

Legend

Firewall

Devices Symbols

Remote Access
Device

Bandwidth Colors

Gigabit Ethernet (1000 Mb)
Fast Ethernet (100 Mb)
Semi Fast Ethernet (20 - 40Mb)
Vanilla Ethernet (10 Mb)
Shared Token-Ring (16Mb)
Shared Ethernet (10Mb)

OC3 (155 Mb)
T3 (45 Mb)

T1 (1.544 Mb)
xDSL (1 Mb)
Fractional T1 (256 Kb)
ISDN BRI (128 Kb)
56K

Indigo
Purple
Mauve
Turquoise
Yellow
Blue

Red
Orange

Green
Green
Green
Green
Green

Orange
Red
Lt Green
Lt Yellow
Purple
Dk Green

Linux
Netware 3.x
NT
Other (AIX, HP, IRIX,TAOS)
Solaris
W2K

OS Colors

Lucent DDM-2000Multiplexer

NAS

High-Availability

Hutch LAN/MAN Map
OSI Layers 2 & 3

Details
-If a device is colored, the Hutch or the SCCA owns it.
-If a device is white, a service provider or a partner owns it.
-Indigo indicates Gigabit throughput
-Purple indicates Fast Ethernet throughput
-Light purple indicates semi-Fast Ethernet throughput
-Turqoise indicates Vanilla Ethernet throughput

cf-mux

cf-brg

Located in cf-114

Xylan Omniswitch

dmz-b-esx
206.253.211.201

dmz-wan-esx
206.253.211.200

Catalyst 3524XL

mp-mux

12-CSTZ-004093
AT&T Local Services

10Mb TLS 888-227-3824

12-CSTZ-004094

m-brg

m-mux

m0bb-hub
10.10

1124 Columbia Ave.

Xylan Omniswitch

12-CSTZ-004092

brontes
32.88

rocky
24.10

cf-b-esx
8.5

8.4

cf-a-esx
10.5

cf-b-rad
12.9

cf-a-rad
12.10

x1500
x1600

Buildings A, B, and C
Weintraub & Hutchinson Buildings: 1100 Fairview Ave. N.

8.3 10.4

To cf-pbx

skippy
12.83

bd-esx
32.5

32.2 32.3

Catalyst 4006

b2-esx
22.5

22.2 22.3

Catalyst 4006

b3-esx
24.5

24.2 24.3

Catalyst 4006

a1-esx
16.7

16.2 16.3

Catalyst 4006

a2-esx
18.5

18.2 18.3

Catalyst 4006

a3-esx
20.5

20.2 20.3

Catalyst 4006

wfhc01
88.20

ufhc01
88.11

Catalyst 6506

phssc3
26.163

phssc4
26.164

c1-esx
26.5

26.2 26.3

Catalyst 4006

c2-esx
28.5

28.2 28.3

Catalyst 4006

c3-esx
30.5

30.2 30.3

Catalyst 4006

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

g7-hutch-esx
34.5

Catalyst 3548XL

34.2 34.3

cf-esx
12.5

Catalyst 3548XL

12.2
14.2
88.2

12.3
14.3
88.3

wluc05
50.20

wluc06
50.21

wluc07
50.22

wluc08
50.23

admaims08
50.43

lvsr-esx
44.3

Catalyst 5000

fh4
42.34

fh2
42.32

fhadmin
42.31

fh6
42.36

larry
42.27

com-depot
42.30

backup-lv
42.28

wluc00
42.20

shemp
42.41

clinhilluser
42.39

uluc00
42.12

10.3

lv-esx
10.12

hkids-hub

turner-hub

lm-esx
46.8

Catalyst 5000

lf-esx
47.5

50.1

Aloha, Fairview, Minor, Yale, Valley
1300 Valley et al

ly-esx
45.5

Catalyst 5000

45.1

la-esx
40.5

Catalyst 5000

40.1

Catalyst 6506Catalyst 5000

Catalyst 5000

admaims14
46.96

exch-web
42.33

edge-a-esx
10.31

edge-a-rtr

10.1

6.7

8.1

206.253.211.193

140.107.6.1Nokia IP330

206.253.211.194
ice-a-fw

6.2

Secondary

206.253.211.195
ice-b-fw

6.3

Nokia IP330

Primary

High-Availability

Breakwater NOC
206-905-0440

192.168.1.254
cca-fh-rtr

206.253.211.205

C2514

10.10.11.13
cis-rtr

206.253.211.206

C2514

University of Washington
UW Telecom Operations

206-221-4111
telops@cac.washington.edu

Network
140.107.0.0/20
140.107.16.0/20
140.107.32.0/20
140.107.48.0/20
140.107.64.0/20
140.107.80.0/20
140.107.96.0/20
140.107.112.0/20
140.107.128.0/20
140.107.144.0/20
140.107.160.0/20
140.107.176.0/20
140.107.192.0/20
140.107.208.0/20
140.107.224.0/20

ASN 14954

gigapop-b-esx
206.253.211.220

gigapop-b-rtr

206.253.211.221

198.32.171.37/24

Located in GA-116

gigapop-a-esx
206.253.211.218

gigapop-a-rtr

206.253.211.219

198.32.170.37/24

M-HSRP A
206.253.211.211

M-HSRP B
206.253.211.212

Primary Westin Secondary UW4545

InterNAP NOC
206-256-9500InterNAP

The Internet

border16s.s6-10.fhcrc-3.sea.pnap.net
206.191.169.241

GigaPOP
ASN 101

UW GigaPOP Operations
206-934-5580
noc@pnw-gigapop.net

RS1
198.32.170.10

RS2
198.32.171.26

Network
206.253.211.192/27

1100 Fairview Ave. N, CF-114

NAT Cloud
ent-rtr

192.168.19.1
SHMC

SHMC HelpDesk
386-6119
Jeff Clark
x2204

CIS
207.123.155.2
rockville-cis-rtr
10.10.11.129

CIS owns both rockville-cis-rtr and cis-rtr.
Aldrin Leung
aldrin@multimax.com
301-925-8222 x128
301-332-0758

Qwest 56 Kbps
4-USDA-03727

MCI-Worldcom
ZABD6L9P0001

Network
192.168.18.0/24
192.168.19.0/24

Network
207.123.155.0/24

192.168.1.1
cca-ch-rtr/cerebus

146.79.130.10 Network
146.79.0.0//16

AT&T Local Services
10Mb TLS 888-227-3824

192.168.1.1/24

CHRMC Range: 192.168.1.1 - 127

12-CSTZ-013666

CHRMC HelpDesk
206-368-4900

CHRMC

FHCRC Range: 192.168.1.128 - 254

eiger.uwpn.org
140.142.233.11

jungfrau.uwpn.org
140.142.233.12

UWPN
Issaquah

UW MCIS NOC
543-7012

198.32.170.12
uwbr1

140.152.252.233
luckycharms

AT&T 2-way DIDs
206-667-xxxx

12ASTZ022309
12ASTZ022310
12ASTZ022311
12ASTZ022312

Route 24, ACOD 3800

12 Analog COTS
206-812-1094

12-ASZZ-007451
Route 3, ACOD x7540

12 Analog COTS
206-812-1082

12-ASZZ-008831
Route 0, ACOD x7520

AT&T PRI
206-695-5346

12.AXZZ007008
DCH 12

Video to Madison: Loop 93 (1-6), Route 18, ACOD x7578 (defunct)
Video to Sze: Loop 93 (7-12), Route 19, ACOD x7556

Data: Loop 93 (13-23), Route 20, ACOD x7469 (defunct)

Meridian Mail
Release 11

AT&T T1
12-AS22-003213
12-AS22-003214
Route 14, x7533

mp17-pbx
Definity 75

CISNet 4 analog trunks

AT&T Local Services
888-227-3824

Call-routing for voice, local
Outbound Met Park

First choice: analog COTS
Second choice: PRI (Route 2)
Third choice: SELU PRIs

Outbound SELU
First choice: Route 20
Second choice: analog COTS
Third choice: 2-way DIDs

Inbound
2-way DIDs

Call routing for video
Outbound

695-5346
Inbound

695-5346

Call routing for BRI
Inbound

First choice: 667-1500

Call Routing

Qwest PRI
74HCGL141588

Network ACI
206-674-2000

AT&T PRI
12-ATZZ-008270-TCG

Loop 56
Primary Clock

MCI-WorldCom AT&T Long Distance
800-413-5410

MP to MW Fiber
DCH 13, Loop 28, Route 8, ACOD

x m5508

Sze Conf
Room

DCH 11, Route 17, ACOD
7526

Qwest
800-214-8043

Analog COTS
Route 1, ACOD 7105

UW MCIS

IRIS
MINDscape
Reg/ADT

UWMCIS

Qwest
74-HCGL-155140
DCH 14

Loop 34
Secondary Clock

AT&T PRI
12-ATZZ-008272-TCG

Loop 41

core-b-esx
8.11

Catalyst 4003

Located in df-120

core-a-esx
10.11

Catalyst 4003

Located in cf-114

Network
128.95.0.0/16
128.208.0.0/16
140.142.0.0./16
192.35.180.0/24
198.32.170.0/23
198.32.171.0/23
198.48.64.0/19
198.107.144.0/20
204.203.128.0/19
205.175.96.0/19
ASN 101

C3640

sat-rtr

10.7 8.7

Located in cf-114

Met Park PRI
206-812-????

12ASTZ-022449
Route 2, Loop 29, DCH14 ACOD

x3804

SCCA 2-way DIDs
206-228-xxxx

x1000-2277
x2000-2277
x6200-7809
x8200-8311

12-ASTZ-022313
12-ASTZ-022314
Route xx, Loop xx, DCH x, ACOD xxxx

To cf-x-rad

x1500

Located in GA-116

Trunk Group 2115
D-Channel 2114

Trunk Group 1317 (CH 1-6)
Trunk Group 1781 (CH 7-12)
Trunk Group 1782 (CH 13-23)
D-Channel 1318

Trunk Group 2157
D-Channel 2159

Trunk Group 2112
D-Channel 2111

cf-brg

Customer 0
Route 10, Loop 40
Channels 1-11, ACOD 81

Customer 1
Route 1, Loop 40
Channels 12-23, ACOD 8998

cf-mux

dmz-a-esx
206.253.211.199

Catalyst 4003

192.168.19.254
swedish-rtr

206.253.211.208

C2514

lv-fr Bandwidth Usage Graphs
http://www.internap.com/customers/
fhcrc/!FhWrW

206.191.169.242
internap-rtr

206.253.211.204

C7206

Qwest T3
74-HFGA-01318-PN

cache-eng
6.12

Cache Engine 560

HTTP Port 8001

edge-b-esx
8.31

edge-b-rtr

10.2

6.8

8.2

HSRP
140.107 6.6

Catalyst 5505 Catalyst 5505

Catalyst 6506 Catalyst 6506

Catalyst 4003

mp-brg

Xylan Omniswitch

cabrini-esx
202.2

C3524XL

cabrini-rtr
202.1

C3620

901 Boren Ave., #1320
NorStar

Qwest
13 OPX lines

4-UNCA-041128
...

4-UNCA-041139,
4-UNCA-03777

Qwest T1
4 UHDA 156575

rivkin-rtr
198.1

C3620

rivkin-hub
198.2

1221 Madison St., #1410

Rivkin Center 215-6200
Mark Fermin x7555
Ted Cartwright x7837

Qwest T1
4.UHDA.163091

annex-esx
197.2

C3524XL

annex-rtr
197.1

C3620

1124 Columbia Ave., Annex A

Qwest T1
4 UHDA 163090

ISB

198.107.152.0/24

cis-t1

swedish-56k

internap-t3

gigapop-a-lnk gigapop-b-lnk

Core (Subnets 8 & 10)
EIGRP hello-interval 1, hold-time 3

Access (IDF subnets)
EIGRP passive-interface
HSRP standby-timers 1 3

SELU DMZ
Static Routes

IP Routing

GigaPOP
BGP

Met Park DMZ
Static Routes

cf-114
Listen to RIPv1

cf-att-esx

Located in cf-114

Extreme Summit

mp-att-esx

Extreme Summit

Located in MP-250

lv-rtr

cf-a-rtr
HSRP Active xxx.1

cf-b-rtr
HSRP Standby xxx.1

Standby Path
x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

mp2sr-esx
92.5

121.2 121.3
Standby Path

x x x x x x x x x x x x

Standby Path
x x x x x x x x x x x x

mp2-esx
116.5

Catalyst 4003
Standby Path

x x x x x x x x x x x x

mp3-2-esx
95.6

Catalyst 4003

mp3-1-esx
95.5

Catalyst 4003

95.2 95.3

Standby Path
x x x x x x x x x x x x

mp4-1-esx
96.5

Catalyst 4003

96.2 96.3

mp4-2-esx
96.6

Catalyst 4003

epi1
96.21

mp6-1-esx
106.5

Catalyst 4003

106.2 106.3

Standby Path
x x x x x x x x x x x x

cprp2
114.22

cprp-com
114.31

cds
114.35

cprp1
114.21

crow
114.60

mp7-1-esx
114.5

Catalyst 4003

mp7-3-esx
114.7

Catalyst 4003

Standby Path
x x x x x x x x x x x x

114.3

mp8-2-esx
98.6

Catalyst 4003

mp8-1-esx
98.5

Catalyst 4003

98.2 98.3

Standby Path
x x x x x x x x x x x x

mp9-1-esx
108.5

Catalyst 4003

108.2

mp9-3-esx
108.7

Catalyst 4003

mp9-2-esx
108.6

Catalyst 4003

Standby Path
x x x x x x x x x x x x

108.3

mp11-1-esx
111.5

Catalyst 4003

mp11-2-esx
111.6

Catalyst 4003

111.3

mp17-esx
110.5

Catalyst 4003
Standby Path

x x x x x x x x x x x x

110.3

mw8-2-esx
115.6

Catalyst 4003

mw8-1-esx
115.5

Catalyst 4003

115.2 115.3

Standby Path
x x x x x x x x x x x x

129.2
mp10-hub

129.2
Standby Path

x x x x x x x x x x x x

129.3

10.6 8.6

42.1

44.1

46.1

47.1

AT&T Broadband
Network Services

On-Call Tech: 1-888-787-2350

110.2

109.2

111.2

92.2

116.2

114.2

10.24

mp-a-rtr
HSRP Active xxx.1

mp-b-rtr
HSRP Standby xxx.1

92.3

116.3

spot
52.40

fred
52.52

zebra
92.42

meerkat
92.34

This is Owl, circa 2001
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This is Rabbit, circa 2004

Qwest T1
4 UHDA 156575

cabrini-esx
202.2

C3548XL

cabrini-rtr

202.1
C2620

191.10

901 Boren Ave., #1320

Qwest T1
4 UHDA 176064PN

cabrini-mcr

rivkin-rtr

198.1 191.14
C2620

rivkin-esx
198.5

C3524XL

1221 Madison St., #1410

Rivkin Center 215-6200
Oscar McBride x7871

Qwest T1
4 UHDA.163091

annex-esx
196.5

C3548XL

annex-rtr

196.1
C2620

191.6
12 channels

1124 Columbia Ave., Annex A

Qwest T1
4 UHDA 163090

annex-mcr

annex-csu
197.27

Milgo ISX 531212 channels

hschool-rtr

200.1
C2620

191.18

hschool-esx
200.5

Catalyst 3548

hschool-csu
200.8

Milgo ISX 5312

16 Channels

515 Minor Ave.

Qwest
74 HCGA 151316

C3640

sat-rtr

6.189 6.193

Located in cf-114

cf-csu
12.26

Milgo ISX 5312

To cf-pbx

hschool-mcr

cf-2-csu
12.27

Milgo ISX 5312

To cf-pbx

8 Channels

Catalyst 6506

md-b-rtr
6.204

HSRP Standby xxx.1

6.109 6.113

Catalyst 6506

md-a-rtr
6.203

HSRP Active xxx.1

6.101 6.105

Building M
Phase IVb: 900 Fairview Ave. N.

mew-esx
142.5

Catalyst 4506

142.3142.2

mde-esx
144.5

Catalyst 4506

144.3144.2

mdw-esx
146.5

Catalyst 4506

146.2 146.3

m5e-esx
172.5

Catalyst 4506

172.3172.2

Catalyst 4503

m1sr-b-esx
152.6

152.2
m1sr-a-esx

152.5
Catalyst 4503

152.3

Catalyst 4506

m1e-esx
148.5

148.3148.2

m1w-esx
150.5

Catalyst 4506

150.2 150.3

m2sr-b-esx
158.6

Catalyst 4503

158.2
m2sr-a-esx

158.5
Catalyst 4503

158.3

154.3154.2
m2e-esx

154.5
Catalyst 4506

Catalyst 4506

m2w-esx
156.5

156.3156.2

ja-b-rtr
6.206

HSRP Standby xxx.1

ja-b-esx
66.10

Catalyst 6506

6.125 6.129

ja-a-rtr
6.205

HSRP Active xxx.1

ja-a-esx
66.9

Catalyst 6506

6.117 6.121

j6-esx
78.5

78.2 78.3

Catalyst 4006

Catalyst 4006

j5-esx
76.5

76.2 76.3

j2-esx
70.5

70.2 70.3

Catalyst 4006

j1-esx
68.5

68.2 68.3

Catalyst 4006

j4-esx
74.5

74.2 74.3

Catalyst 4006

j4-test-esx
50.5

50.2 50.3

Catalyst 4006

j4sr-b-esx
42.6

Catalyst 4006

42.3

ja-esx
66.5

66.2 66.3

Catalyst 3524XL

Catalyst 4006

j3-esx
72.5

72.2 72.3

Building J
Phase IVa: 823 Yale Ave. N.

bag-b-rtr
6.212

HSRP Standby xxx.1

Catalyst 6506

6.173 6.177

Catalyst 6506

6.165 6.169

out-esx
44.9

Aloha, Fairview, Minor, Yale, Valley
1300 Valley et al

Catalyst 5000

6.181 6.185

out-rtr
6.213

Catalyst 6506

ga-a-rtr
HSRP Active xxx.1

ga-a-esx
252.5

252.3

Catalyst 6506

ga-b-rtr
HSRP Standby xxx.1

ga-b-esx
252.6

252.4

Building G
Phase III: 825 Eastlake Ave E.

g1-esx
241.5

241.3 241.4

Catalyst 4006

g2-esx
242.5

242.4242.3

Catalyst 4006

g3-esx
243.5

243.3 243.4

Catalyst 4006

g4-esx
244.5

244.3 244.4

Catalyst 4006

g5-esx
245.5

245.3 245.4

Catalyst 4006

g6-esx
246.5

246.3 246.4

Catalyst 4006

g7-esx
247.5

Catalyst 4006

247.3 247.4

248.3 248.4
253.3 253.4

Catalyst 3524XL

ga-esx
248.5

ga-scca-esx
249.5

249.3 249.4

Catalyst 4003

de-scca-esx
249.9

Catalyst 3548XL

Located in DE

la-scca-esx
249.11

Catalyst 4003

Located in LA

lf-scca-esx
249.6

Catalyst 3548XL

Located in Fairview

j4-scca-esx
249.7

Catalyst 3548XL

Located in J4

x3631

Catalyst 6506

df-a-rtr
6.209

HSRP Active xxx.1

6.149

df-a-esx
52.7

6.153

df-b-rtr
6.210

HSRP Standby xxx.1

6.161

df-b-esx
52.8

6.157

Catalyst 6506

Building D
Phase II: 1100 Fairview Ave. N

de-esx
54.5

54.2 54.3

Catalyst 4006

d1-esx
56.5

56.356.2

Catalyst 4006

d2-esx
58.5

58.358.2

Catalyst 4006

d3-esx
60.5

60.360.2

Catalyst 4006

d4-esx
62.5

62.362.2

Catalyst 4006

cf-b-esx
12.18

6.1456.141

Catalyst 6506

cf-b-rtr
6.208

HSRP Standby xxx.1

cf-a-esx
12.17

6.1376.133

Catalyst 6506

cf-a-rtr
6.207

HSRP Active xxx.1

34.2
g7-hutch-esx

34.5
Catalyst 3548XL

Located in g7

34.3

c1-esx
26.5

26.2 26.3

Catalyst 4006

c2-esx
28.5

28.2 28.3

Catalyst 4006

c3-esx
30.5

30.2 30.3

Catalyst 4006

Buildings A, B, and C
Phase 1: 1100 Fairview Ave. N.

cf-esx
12.5

Catalyst 3548XL

12.2 12.3
14.2 14.3

cf-2-ext
12.24

MCK Extender

bd-1-esx
32.5

Catalyst 4006

32.2 32.3
bd-2-esx

32.6
Catalyst 4006

b2-esx
22.5

22.2 22.3

Catalyst 4006

b3-esx
24.5

24.2 24.3

Catalyst 4006

a1-esx
16.7

16.2 16.3

Catalyst 4006

a2-esx
18.5

18.2 18.3

Catalyst 4006

a3-esx
20.5

20.2 20.3

Catalyst 4006

gcore-b-esx
252.15

Catalyst 4003

Located in GA-116

gcore-a-esx
252.14

Catalyst 4003

Located in GA-116

High-Availability

140.107.0.20
VRRP

VRRP
140.107.252.20

Network
140.107.240.0/20

125.1
crab-rtr
113.24

C2611

CRAB

CRAB
Monte Lee-Wen x4622
Mike Fujinaka x6043

Located in MP5

Located in MP-250

112.6

mp-dmz-esx
112.5

113.1

Catalyst 5000

1720 Minor Ave. N.

mp-att-esx

Extreme Summit 48

Located in MP-250

mp-b-esx
92.16

6.225

mp-a-esx
92.15

mp13-esx
109.5

Catalyst 3524XL

109.3109.2

CP
Charles Trakarnsilpa x7475

108.2
mp9-3-esx

108.7
Catalyst 4003

TOR
Joe Aprile x6116mp9-1-esx

108.5
Catalyst 4003

108.3

CP
Charles Trakarnsilpa x7475

mp9-2-esx
108.6

Catalyst 4003

116.2 116.3

CP
Charles Trakarnsilpa x7475 mp2-esx

116.5
Catalyst 4003

mp-b-rtr
6.216

HSRP Standby xxx.1

mp-a-rtr
6.215

HSRP Active xxx.1

mp7-3-esx
114.7

Catalyst 4003

114.2
mp7-1-esx

114.5
Catalyst 4003

114.3

Catalyst 4003

mp7-2-esx
114.6

CP
Charles Trakarnsilpa x7475

98.3
mp8-1-esx

98.5
Catalyst 4003

98.2

COMPASS
Janeira St. Clare x6487
Garth Gullstrand x2894

CP
Charles Trakarnsilpa x7475 mp8-2-esx

98.6
Catalyst 4003

6.221

115.2 115.3
mw8-2-esx

115.6
Catalyst 4003

Located in mw-893b

CP
Charles Trakarnsilpa x7475

cf-pbx
Option 81c

scca-fr

cf-att-esx

Located in cf-114

Extreme Summit 48

Yipes!
50Mb TLS

877-740-6600 support@yipes.com

Maintenance windows: 12:00 AM - 4:00 AM, Sunday, Tuesday, and Thursday

Username: FredHutchinson-O3-5L-FIN
Password: 22465240

MP to MW Fiber
Loop 28, Route 8, ACOD x 5508

Meridian Mail
Release 11

Tie Lines
Qwest

4.dhxx.186745
Route 5, x7533

SCCA 2-way DIDs
Qwest
206-228-xxxx

x1000-2277
x2000-2277
x6200-7809
x8200-8311

STTLWA06DC7-105T1ZF
STTLWA06DC7-106T1ZF
Route 0, Loop 44 & 57, ACOD x8999

Call Routing Local
Outbound Met Park

1st choice: CDS COTS Route 1 FRL 6 9 Ch
2nd choice: MP Local Route 2 FRL 1 23 Ch
3rd choice: Tie Lines Route 5 FRL 1 47 Ch

Outbound SELU
1st choice: XO Local PRI Route 1 FRL 5 6 Ch
2nd choice: XO Local PRI Route 2 FRL 1 17 Ch
3rd choice: 2-way DIDs Route 24 FRL 1 94 Ch

Inbound
2-way DIDs 94 Ch

Call Routing Long Distance
Outbound Met Park

1st choice: CDS COTS Route 1 FRL 6 9 Ch
2nd choice: Tie Lines Route 24 FRL 1 47 Ch
3rd choice: MP Local Route 2 FRL 1 23 Ch

Outbound SELU
1st choice:* X5 LD PRI Route 23 FRL 5 37 Ch
2nd choice: X5 LD PRI Route 22 FRL 3 10 Ch
3rd choice: X0 LD PRI Route 9 FRL 3 23 Ch
4th choice: X5 LD PRI Route 23 FRL 3 37 Ch
5th choice: 2-way DIDs Route 24 FRL 3 94 Ch

FRL Assignments
Restricted handsets = 1. Typical handsets = 3. Video conferencing units = 5. CDS Interviewers = 6

Call Routing

*Applies to RLI 61x, 30x, and 81x only

XOC LD PRI
Qwest

74-HCGL-141588
Loop 24, Route 9, ACOD x7528

Qwest
800-214-8043

X5 PRI
AT&T Local Services

12-A5ZZ-004248
Loop 34

X5 Long Distance
206-973-5800 or 888-588-1501

Sze Conf
Room

Sze PRI
Route 17, ACODc 7526

CDS Outbound Calling
9 Analog COTS

Route 1, ACOD x7105

UWMCIS

Secondary Clock

X5 PRI
Qwest

74-HCGX-183961
Loop 24, ACOD x7528

MP Local
Qwest

206-T61-9147_783
101-T1Zf-STTLWAFZHAH-STTLWA069C4

Route 2, Loop 29, ACOD x3801

To cf-rad

lv-fr

Located in mw-893b

mp-yipes-esx

Extreme 1i

Located on MP9

Comcast Cable
On-Call Tech: 1-888-262-7300, 2, 2

140.107.0.20
ga-a-fw

140.107.252.20

PIX 535

Primary

140.107.0.21
ga-b-fw

140.107.252.21

PIX 535

Secondary

Located in GA-116

j-fr Hutch 2-way DIDs
Qwest

206-667-xxxx
STTLWA06DC7-101T1ZF
STTLWA06DC7-102T1ZF
STTLWA06DC7-103T1ZF
STTLWA06DC7-107T1ZF
Route 24, ACOD x3800

x1600

x1500

x1550

112.1 112.1

Located in cf-114

cf-yipes-esx

Extreme 1i

Hutch LAN/MAN Map
OSI Layers 2 & 3

skippy: 83
ufhc01: 11
wfhc01: 20

Cancer Biology
Don Anderson x2513
phssc3: 163

Shared Resources
Supriatno Agus x6558
barney: 90
bateson: 74
FRED: 92

Basic
Luna Yu x7472
chromosome:37
denali: 50
neuron: 36

Human Biology
Luna Yu x7472
bshbprintsrv: 92
cassatt: 56
gauguin: 52

SDS
admaims01: 43
iota: 41

Library
Kris Nelson x5499
brontes00: 81
webpac: 25
wetherby: 98
spider: 21
zeus: 57
zozo: 38

SOPS
curly: 107
e500b: 110
exchweb-lu: 97
DEERITE: 11
DOLOMITE: 16
fhterm: 60
wlua50: 45
wluc01: 20
wluf50: 35
wluf51: 100
wlup21: 91
wlup50: 94
wluv01: 10

SDS
admaims01: 43
admaims03: 81
admaims04: 82
admaims06: 84
admaims07: 85
admaims08: 86
admaims09: 87
admaims11: 89
admaims12: 65
admaims14: 91
admaims15: 92
admaims16: 93
admaims17: 94
admaims18: 95
admaims19: 96
admaims20: 97
admaims21: 101
admaims22: 102
ADMAIMS26: 106
admaims27: 107
ADMAIMS28: 108
bvadmaims: 113
spot: 100

SOPS
AB-ARCHIVE: 28
asclepius: 76
blackberry: 74
bvfhcrc: 62
diamond: 23
daphne: 130
dining: 34
e500a: 21
forward: 25
fwcon: 54
HYDRA: 42
ias-lu: 70
ihci: 134
ihcidev: 135
JADE: 128
JARLITE: 11
jasmundite: 24
JUANITE: 127
JUNOITE: 13
larry: 27
lists: 80
llua01: 46
luf01: 30
maximo2: 32
mt1: 63
otto: 47
redge: 36
reporter: 31
reweb: 72
scooby: 131
shemp: 41
sluf20: 66
sluf21: 22
uluc00: 12
velma: 132
webmail: 35

SOPS
umpc01: 11
wmpc01: 20

ga-vpn

VPN-3015

Clinical Data Systems
Rick Ramsey x4970

64.364.2
d5-esx
64.5

Catalyst 4006

cf-rad
176.6

Cisco 3640

To cf-pbx

sat-rtr

191.58 191.62

Located in cf-114

191.57 191.61

Cisco 3640

174.2

174.3

Meet Me Zone

rrobbins
rite: 44

Located in Valley

XO Communications
888-575-6398

Qwest
800-214-8043, 800-403-3174

2 CAMA Trunks

2 CAMA Trunks

To cf-pbx

x6100

cf-a-rad
12.10

Ascend Max 4004

To cf-pbx

x1500

x1600
x1550

cf-rad
12.12

Cisco 3640

Qwest T1
4 UHDA 176064PN

To Cabrini

Hutch Kids
hkids-esx

48.5
Catalyst 2820

48.1

Fairview
lf-esx
38.5

Catalyst 5000

38.1

Minor

lm-esx
46.5

46.1

Catalyst 5000

Turner

Aloha
la-esx
40.5

Catalyst 5000

40.1

Valley

lv-esx
44.5

Catalyst 5000

44.1

University
Mechanical

PSAP

911 System

cf-vpn
VPN-3030

Human Biology
Luna Yu x7472
bshbweb: 24

254.3 254.4

52.352.2
dfsr-esx

52.5
Catalyst 4006

G1 Security Workstation

PHS
Don Anderson x2513
cbionas: 113
phs-printsrv2: 111
porterimageweb: 112

lg-cr

92.3
mp2sr-esx

92.5
Catalyst 4003

92.2 42.2
j4sr-a-esx

42.5
Catalyst 4006

Catalyst 4003

250.4

250.3

Catalyst 4003

gbsr-a-esx
250.5

SOPS
wala01: 28
wala02: 19
wala03: 20
wala04: 30
wala05: 32
walc00: 10
walc01: 12
walc02: 14
walf02: 22
walf03: 24
walp01: 26

Long DistanceLocal

XOC Local PRI
Qwest

74-HCGS-436212
Loop 58

6 Channels for Video: Route 1, ACOD x3899
17 Channels for Voice: Route 2, ACOD x3998

Route 22 Contains 10 Channels
Route 23 Contains 17 Channels

Primary Clock

Tie Lines
Qwest

4.dhxx.186745
Route 14, x7533

Shared Resources
Supriatno Agus x6558
BEDROCK: 135

Qwest
74-HCGL-155140

Customer 0
Route 10, Loop 40
Channels 1-11, ACOD 81Customer 1

Route 1, Loop 40
Channels 12-23, ACOD 8998

100 Mb Ethernet

10 Mb Ethernet

T1

1000 Mb Ethernet

Fiber Patch Panel

Type Codes

cr Carrier Remote
csu CSU/DSU
esx Layer 2 device: ethernet switch
fr Fiber Remote
fw Firewall
hub Layer 1 device: hub or concentrator or stack
itr ISDN/ethernet router
mc Media converter (repeater)
mcr Mini Carrier Remote
mon Monitoring device
mux Multiplexer
pbx Private Branch Exchange: telephone switch
rad Remote Access Device
rtr Layer 3 device: router
tsr Terminal server: serial to ethernet gateway
vpn VPN tunnel terminator

PBX

Switch, Layer 2

Switch, Layer 3

Router

CSU/DSU

Firewall

Devices Symbols

Remote Access
Device

High-Availability

Legend

Bandwidth
Gigabit Ethernet (1000 Mb)
Fast Ethernet (100 Mb)
Semi Fast Ethernet (20 - 40Mb)
Vanilla Ethernet (10 Mb)
Shared Token-Ring (16Mb)
Shared Ethernet (10Mb)

OC3 (155 Mb)
T3 (45 Mb)
T1 (1.544 Mb)

Indigo
Pink
Lilac
Turquoise
Yellow
Blue

Red
Orange
Green

Voice Gear
X11 PBX Peripheral CSU/DSU

Details
If a device is colored, the Hutch or the SCCA owns it.
If a device is white, a service provider or a partner owns it.
Indigo indicates Gigabit throughput
Purple indicates Fast Ethernet throughput
Light purple indicates semi-Fast Ethernet throughput
Turqoise indicates Vanilla Ethernet throughput

skendric 3-2-2004

Rabbit

Orange
Red
Lt Blue
Med Blue
Dk Blue
Mauve

Linux
Misc (AIX, Netware, SCO, VMS)
NT 4.0
NT 5.0
NT 5.2
Solaris

End-Stations

Italicized name
SMALL CAPS NAME

Underlined name

10Mb NIC
1000Mb NIC
Dual NICs

Media Converter

Under normal conditions, traffic leaving the access layer traverses the “a” side of the distribution layer, because the “a” side routers are configured as HSRP Active.
However, inbound traffic crossing the core layer (core-x-rtr) load-balances across both the “a” and “b” sides of the distribution layer.

Core Layer

core-x-rtr speak EIGRP, Hello 1, Hold-time 3, and advertise reachability to the gateway-of-last-resort. They service 140.107.0.0/16 and 10.5.0.0/16 (VoIP). Core subnets are
all /30, except for the firewall subnet, which is a /28.

Distribution Layer

Distribution layer routers speak EIGRP on their subnet 6 interfaces, Hello 1, Hold-time 3. Interfaces have two primary IP addresses: 140.107.0.0/16 and 10.5.0.0/16; the map
lists the last two octets of these IP addresses. Toward the access layer, the “a” side routers are HSRP Active while the “b” side are HSRP Standby: standby-timers 1 3. All
access layer subnets are /23. They perform 802.1q trunking toward the access layer switches.

Access Layer

Access layer switches support a primary VLAN numbered with the third octet of the IP address (i.e. a unique VLAN per floor) as well as an auxiliary VLAN supporting CoS
and mapped to 10.5.0.0/16 -- this support VoIP, numbered as 600 + the primary VLAN.

Met Park DMZ

Independent groups meet each other across routers here.

bag o’ stuff

In the future, bag-x-rtr will contain the remote access servers (speaking EIGRP with cf-rad and static routes to support VPN-accessible subnets via cf-vpn). sat-rtr, supporting
T1s to Satellite Offices also lives here, speaking EIGRP, and the Meet Me Zone, a place where independent groups can meet across routers.

Hutch Routing

children-2.border14s.sea.pnap.net
206.253.193.158

children-1.border10s.sea.pnap.net
206.253.223.238

cerebus

208.146.45.110

146.79.130.10
chrmc-fw

InterNAP

CF-114 , DF-120, and GA-116
dmz-b-rtr

140.107.1.202

0.3
Catalyst 6506

dmz-a-rtr
140.107.1.201

0.2
Catalyst 6506

Network
140.107.0.0/16

AS14954

0.18 0.19

FHCRC Firewall Subnet
140.107.0.0/28

140.107.0.0 - 140.107.0.14
VLAN 301

internap-rtr
140.107.1.205

C7206

internap-t3

1.10 2.10

internap-rtr speaks eBGP to its
InterNAP peer and iBGP to dmz-x-rtr

gigapop-b-rtr
140.107.1.204

198.107.144.42
VLAN 502

Catalyst 6506

gigapop-b-lnk

Located in GA-116

gigapop-a-rtr
140.107.1.203

198.107.144.46
VLAN 501

Catalyst 6506

gigapop-a-lnk

V 100
1.2

V 200
2.2 Located in CF-114

gigapop-x-rtr speak eBGP to the
GigaPOP and iBGP to dmz-x-rtr

chrmc-vpn
140.107.1.206

C2514

1.14

2.14

Located in cf-114

University of Washington
UW Telecom Operations

206-221-4111
telops@cac.washington.edu

Primary Westin Secondary UW4545InterNAP NOC
206-256-9500InterNAP

The Internet

border16s.s6-10.fhcrc-3.sea.pnap.net
206.191.169.241

GigaPOP
ASN 101

UW GigaPOP Operations
206-934-5580
noc@pnw-gigapop.net

ccar2-wes
198.107.144.45

ccar1-ads
198.107.144.41

DMZ Routing
Under normal conditions, inbound and outbound traffic traverses dmz-a-rtr and gigapop-a-rtr,
though inbound traffic crossing internap-rtr and chrmc-vpn load-balance across dmz-x-rtr.

EIGRP

All routers within the DMZ participate in an EIGRP group, Hello 1, Hold-time 3.

Firewall Subnets

The “a” firewalls are primary; the “b” firewalls are standby, with dmz-x-rtr using HSRP standby-
timers 1 3

Statics

Static routes on dmz-x-rtr direct 146.79.0.0/16 traffic to chrmc-vpn for encryption and forwarding
to its VPN tunnel partner at CHRMC. Statics on dmz-x-rtr also direct traffic to the Hutch and
SCCA firewalls. internap-rtr advertises reachability to the gateway-of-last-resort.

BGP

dmz-x-rtr function as BGP route reflectors, advertising reachability for AS 14954 to gigapop-x-rtr
and internap-rtr. gigapop-a-rtr exchanges routes with ccar2-wes while gigapop-b-rtr exchanges
routes with ccar1-ads. internap-rtr exchanges routes with border16s. Communities and MED
request that both dmz-x-rtr and the GigaPOP prefer gigapop-a-rtr over gigapop-b-rtr. BGP hello 10,
hold-time 30

Network
146.79.0.0//16

CHRMC HelpDesk
206-368-4900

CHRMC

UW Network
ASN 101
128.95.0.0/16
128.208.0.0/16
140.142.0.0./16
192.35.180.0/24
198.32.170.0/23
198.32.171.0/23
198.48.64.0/19
198.107.144.0/20
204.203.128.0/19
205.175.96.0/19

Qwest T3
74-HFGA-01318-PN

UW MCIS HelpDesk
543-7012

140.107.0.4
VRRP

VRRP
140.107.4.4

High-Availability

V 100
1.1

V 104
1.5

V 212
2.13

V 204
2.5

V 200
2.1

V 208
2.9

V 108
1.9

VLAN 301

VLAN 301

VLAN 301
HSRP 140.107.0.1

VLAN 302

SCCA Firewall Subnet
140.107.0.16/28

140.107.0.17 - 140.107.0.30
VLAN 302

VLAN 302

VLAN 302
HSRP 140.107.0.17

V 112
1.13

Located in GA-116Located in CF-114

Located in cf-114

206.191.169.242 V 104
1.6

V 204
2.6

GigaPOP Router

C3640

198.107.144.50

146.79.254.254

chrmc-far

ccar1-ads
198.107.144.49

206.253.193.158 206.253.223-238

208.146.45.100

Internet Router

portal.chmc.org
208.146.45.104

GigaPOP Firewall

146.79.254.10

146.79.253.10

portal1.chmc.org
146.79.130.92

portal2.chmc.org
146.79.130.93

140.107.252.0/30

VLAN 10

V 10
0.253

V 10
0.254

G1-008 VTC
3 BRI

G3-102 VTC
3 BRI

Covid BRI Switch
3 BRI to J2-108, J2-506,
J3-104, or J6-102

Under normal conditions, traffic traverses ga-a-rtr; ga-b-rtr behaves as a hot-
standby. EIGRP Hello 1, Hold-time 3 and HSRP standby timers 1 3. Static
routes identify 140.107.252.20 as the gateway-of-last-resort.

SCCA Routing

m3sr-b-esx
164.6

Catalyst 4503

164.2
m3sr-a-esx

164.5
Catalyst 4503

164.3

m4sr-b-esx
170.6

Catalyst 4503

170.2
m4sr-a-esx

170.5
Catalyst 4503

170.3

166.3166.2
m4e-esx

166.5
Catalyst 4506

m4w-esx
168.5

Catalyst 4506

168.3168.2

160.3160.2
m3e-esx

160.5
Catalyst 4506

m3w-esx
162.5

Catalyst 4506

162.3162.2

md-a-esx
142.9

md-b-esx
142.10

bag-a-esx
174.19

bag-b-esx
174.20

Catalyst 4006

lg-esx
254.5

46.2 46.3

Catalyst 4003

lm-esx
46.5

40.2 40.3

Catalyst 4003

la-esx
40.5

44.2 44.3

Catalyst 4003

lv-esx
44.5

core-a-rtr
140.107.6.201

4.2

Located in CF-114

core-b-rtr
140.107.6.202

4.3

Located in DF-120

191.17

191.5

191.9

191.13

190

222

182 102

110 118 126 134 142 150
158 166

174

194

226

186

106

114
122

130 138 146 154
162

170

178

VLAN523

VLAN525

VLAN521

VLAN501

VLAN503 VLAN505
VLAN507

VLAN509 VLAN511 VLAN513
VLAN515

VLAN517
VLAN519

VLAN524

VLAN526

VLAN522

VLAN502

VLAN504

VLAN506

VLAN508

VLAN510
VLAN512

VLAN514

VLAN516
VLAN518

VLAN520

VLAN4

HSRP 140.107.4.1

FHCRC Firewall Subnet
140.107.4.0/28

140.107.4.0 - 140.107.4.14
VLAN 4

CSS

174.21

x1500

x1600
x1550

To cf-pbx

174.41

174.40

SOPS
exchweb-mp: 17
ias-mp: 16
MAZZITE: 11
MICA: 12
moe: 15
mt2: 10 wluc10: 20

wlua01: 37
wlua02: 38
wlua20: 22
wluc00: 20
wluc02: 67
wluc03: 26
wluf20: 64
wluf21: 65
wlup20: 39
wluf51: 33
wluv02: 10
wluv03: 124

WHI
CCC

WHI
Clinic

bag-a-rtr
6.211

HSRP Active xxx.1

CP Charles Trakarnsilpa x7475

cpprojweb: 237
iago: 243
nasr: 241

cpdns2: 223
cds: 249
cds-apps1: 239
cdssqldev: 247
cdsbdc1: 235
cdssqlprod: 245

cpbdc1: 221
cpsas1: 237
cpsas1: 239
cp-monitor1: 225
cp-itasst: 229
cp-apps1: 235

CP Charles Trakarnsilpa x7475

bear: 138
jerboa: 111
newton: 121
phsnas2: 45
phs-printserv1: 47
phssms: 50

PHS-SC
Carl Benson x4862 Joe Aprile x6166

meerkat: 52

PHS-SC
Carl Benson x4862

cprp1: 253
cprp2: 205
cprp-terminal: 225
cprp-web: 221
cp-print : 207
cdspdc1: 209

CP Charles Trakarnsilpa x7475

cpsql1: 212
cpsql2: 213

cp-web1: 221
cp-web2: 223
cp-data1: 231

aphrodite: 31
demeter: 60
dionysus: 63
hera: 47

SOPS

wd: 26

phsscbkup: 134
queenbee: 125
tanuki: 139
phsweb2: 51 WD

Dante Del Pilar x4634

TOR
Oscar McBride x7871

ada: 28
torsrv01: 26
torsrv02: 34

80.2 80.3
d5sr-esx

80.5
Catalyst 4006

data: 26
goofy: 103
mickey: 101
minnie: 102

owl: 61
pluto: 104
riker: 30

coho: 28
lamprey: 27

PHS-SC
Carl Benson x4862 Joe Aprile x6166

m-fr

Catalyst 3524

121.2 121.3
m1-hp3000-esx

121.5

nomad-fw
176.5

176.2
177.2

176.3
177.3

177.10
cf-vpn
176.10

VPN 3030

mmz-b-esx
174.6

Catalyst 4003

mmz-a-esx
174.5

Catalyst 4003

starfish: 31

Nokia IP740

ice-a-fw

Primary
0.5

4.5

Located in cf-114

191.22

crab-rtr
140.107.1.206

C2514

174.50

Located in cf-114

191.21

CRAB

SCHARP

174.30

38.2 38.3
lf-esx
38.5

Catalyst 4003

Catalyst 2820

48.2 48.3
hkids-esx

48.5

Qwest
4.dhxx.186865
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This is Xerus, circa 2012
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This is Yak, circa Q4 2013
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And this is Yak, circa Q4 2013
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Complexity
If you struggle to draw it, this is a sign that you’re not smart enough to support it

Debugging is twice as hard as writing the code in the first place. Therefore, if you write the code as cleverly as possible, 

you are, by definition, not smart enough to debug it. --Brian Kernighan

Drawing feeds back into design – if you can’t draw it, then perhaps you would be better off 
simplifying your design, giving up features in exchange for supportability.

Increasingly, people seem to misinterpret complexity as sophistication, which is baffling - the incomprehensible should 

cause suspicion rather than admiration. --Niklaus Wirth

I have seen diagrams communicate the costs of business decisions.  Imagine this conversation 
with your CIO:
• Yes, new Product A will deliver features xyz while old Product B does not

• But are you happy with the uptime of the Product B?  No?

• Let’s compare the diagrams – see how much more complicated Product A is?

• The technical folks warn us that Product A will be harder to fix when it breaks

• Are you OK with increasing downtime in exchange for features xyz?

Diagrams give you a way to communicate risk upward, downward, sideways
Communication is a good thing
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Nuggets
When you step back, what do you notice first?  Is what you notice first the most 
important message that you want your diagram to convey?

Building a diagramming culture took us a decade+

The deeper your content knowledge, the richer your diagrams
As you progress, your understanding of technology deepens … so do your diagrams … your early diagrams will 
reflect your ignorance and errors … your later diagrams will reflect the profundity of your insights … you cannot 
short-circuit this process

Don’t waste pixels on anatomically correct icons

Consistency and a concise vocabulary supports densifying the information content

When things break – when you experience a major service disruption – return to 
your diagram:  does your diagram explain what happened?  If not, what can you add 
so that it does?



2014-06-25 Diagramming IT Environments | Sharkfest 2014 | Stuart Kendrick 52

Practicalities
In my experience, each diagram has one and only one owner

We encourage anyone to make changes; in practice, only the owner ever does

Create a map wall, where you post your diagrams
• Posting the latest version as a PDF to a Web server supports trouble-shooting substantially 

(everyone can glance at the map without having to physically walk to the map wall) but is hard to 

maintain – only your most conscientious staff will publish the maps they own this way

• Senior staff will prefer to have their own private printed copies

People vary in their reading and writing skills:
• Some folks can neither read nor write

• Some folks can read maps but stumble when trying to produce them

• And some folks think in pictures and find speaking in this medium to be natural

• In my experience, trouble-shooting skill and map drawing go together

• Skilled trouble-shooters can sketch a model of the problem on the white board, even if they have 

never fired up Canvas or Visio

Mechanics
• Put your name on the diagram

• Keep a change log

• Archive old versions every now and then
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Software Tips
Visio implements smart connectors – very useful when you’re moving boxes around 
and want those lines to move automatically

Cabling and org charts

Visio makes it easy to waste space using anatomically correct icons
I recommend indulging that urge until you get sick of it … that’s how I 
overcame my stencil addiction.  It took me years to get clean.

Canvas scales
• sophisticated color control

• precise object placement

• efficient zooming

Some day, I would like to take a class in each … I know I’m only barely touching 
their feature sets
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You know you are succeeding when:
Staff take copies of your diagram home with them when they are on-call

Your diagram rewards study
• As you examine it, deeper and more subtle insights arise in your mind

• Sophisticated diagrams offer insights to the casual observer … and revelations to the studious

Peers approach you with additions, corrections, and requests for enhancements
• Every reasonably interesting diagram I have produced contains errors all the time … I built the big diagrams over 

many years, as colleagues found and fixed mistakes, and I introduced new ones

• And your peers complain when the maps you post on the wall are out-of-date

Management ask their staff to drop you e-mail whenever they make changes
This doesn’t work well … as your peers often don’t understand the diagrams well enough to know what changes 
you are drawing and which you aren’t … but it is flattering

Project sponsors require diagrams before allowing the project to close
Well-intended, but I haven’t seen this work – senior staff produce diagrams whether required to or 

not, junior staff don’t have the skills and so produce content-free drawings which satisfy the 

sponsors but are not in fact useful in the field
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Thank You!
On-Line Resources

Rapid Problem Resolution by Paul Offord
LinkedIn Protocol Analysis & Troubleshooting Group
Old Comm Guy http://www.lovemytool.com

Trouble-shooting & Training Outfits Based Here (will travel for $$)

James Baxter http://www.packetiq.com Daytona Beach, FL
Tony Fortunato http://www.thetechfirm.com Toronto, Canada
Chris Greer http://www.packetpioneer.com Central/South America
Paul Offord http://www.advance7.com London (international)
Mike Pennacchi http://www.nps-llc.com Seattle, WA
Ray Tompkins http://www.gearbit.com Austin, TX
…

Conferences

Sharkfest http://www.sharkfest.org San Francisco, CA

Follow-up stuart.kendrick.sea {at} gee   mail    dot   com
This deck visible at http://www.skendric.com/seminar

http://www.amazon.com/Rpr-Problem-Diagnosis-Method-Professionals/dp/1447844432
http://www.linkedin.com/groups?gid=1116847&trk=hb_side_g
http://www.lovemytool.com/
http://www.packetiq.com/
http://www.thetechfirm.com/
http://www.packetpioneer.com/
http://www.advance7.com/
http://www.nps-llc.com/
http://www.gearbit.com/
http://www.sharkfest.org/
http://www.skendric.com/seminar

