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Intro
● Wi-Fi sniffing has been around since the late 1990s
● Still something we need to do now…
● More and more “last-mile” is going to wireless
● More and more sensors, control networks, etc are going to wireless
● Offices are increasingly using Wi-Fi instead of running cable
● BYOD (Bring Your Own Device) is huge
● Plenty of security problems need monitoring



Get off my lawn
● Kismet is over 18 years old now
● I used to joke it was old enough to drive.  Now it’s old enough to buy 

cigarettes and vote.
● Undergone several significant rewrites over that period
● Most recent major rewrite in the last few years adds all new capabilities, user 

interfaces, etc
● More on this later though...



Why do we need something special?
● Why do we even need another tool just to monitor Wi-Fi
● There’s already so many that monitor packets
● Maybe have heard of one or two
● Rhymes with “Tire Bark”
● I heard there’s some sort of conference about it?



Wi-Fi is a unicorn
● Truly shared medium.  Anywhere signal goes, it impacts something
● Not just shared media with your network, but shared with everyone near you
● Multiple networks overlap bandwidth and channel access
● Isn’t Ethernet.  Your OS might act like it is.  It isn’t.
● Remember the OSI model?  You’re suddenly really going to care about layer 

1 and 2 more than you ever did before.
● Knowing a network is there is not knowing what’s going on with the network
● Knowing what’s impacting your network is not simple!



Discovering Wi-Fi networks
● Several techniques can be used to discover Wi-Fi
● Scanning mode: looks for advertising networks; can’t see clients, but does a 

good job showing what access points are out there.  This doesn’t have 
anything to do with packet capture, just listing advertising SSIDs

● Access-point assisted: found in some enterprise APs, can list channel 
availability, number of clients, and so on, but not packets.

● But to really know what’s going on we need to see the packets.  This is 
Sharkfest, after all!



Getting the Wi-Fi packets
● You can open a generic Wi-Fi interface in Wireshark (or tcpdump, or 

whatever)
● You’ll get packets
● But...



Lies, and screenshots of also lies



802.3 / Ethernet II frames
● The Wi-Fi card tells the OS it’s an Ethernet device because everything 

understands Ethernet
● Data packets on Wi-Fi can hold the same content as Ethernet, so it makes 

sense to present them to the OS that way
● But you’ll only see data, and you’ll only see data for your connection (and 

broadcast, I guess.  Depending on your driver.)
● There’s a lot more to Wi-Fi than just data!



Actually capturing Wi-Fi packets



Getting to Wi-Fi
● For wired NICs there is promisc mode, which turns off the MAC address filter 

and returns all packets seen
● For wireless, you need a whole other mode of operation
● Enter… monitor mode
● The operating system doesn’t understand raw 802.11, but Wireshark does!
● Monitor mode isn’t part of the spec, but lots of drivers support it… more or 

less.



Getting monitor mode
● Now the fun part…
● We need an operating system that supports monitor mode
● We need a Wi-Fi card with firmware that supports monitor mode
● We need drivers that support monitor mode
● …
● That’s a lot of things we need!
● This means that the specific chipset matters; not just the brand and model.  

Manufacturers change the internal chipsets all the time without mentioning it.  
Awesome.

● We’ll dive into per-OS specifics later on…



Monitor mode problems
● Monitor mode isn’t really a defined mode
● It’s not part of IEEE802.11 or Wi-Fi standards
● Requires drivers to work, firmware to work, requires knowledge of the card 

internals
● Unfortunate amount of variance even when it does work
● Common failure modes are reporting no packets, not reporting data packets, 

or reporting corrupt, bogus, or otherwise mangled packets
● Getting into monitor mode is easier now than 10 years ago, but still a number 

of ways it can fail
● Kismet tries to solve the edge cases automatically as much as possible



Bogus packets
● Wi-Fi packets have a checksum (FCS) to validate them
● You’d think this would solve the problems with bogus packets…
● Some drivers don’t report checksums… just… at all...
● Some drivers report only packet validity with no checksum - and then do it 

wrong
● Some report a checksum that they calculate themselves, defeating the whole 

purpose



Sniffing 11B (and G, and A)
● “Traditional” Wi-Fi
● Simpler radio encodings
● One antenna transmitting - even if your AP has two, only one is transmitting
● If you’re in range, you’re probably going to see the packets
● Having some assurance you’ve seen every packet on the channel is pretty 

easy



Modern Wi-Fi (N, AC, AX)
● MIMO - Multiple In, Multiple Out
● Really means:  Many antennas do things at the same time
● More bandwidth…
● But it also builds off reflections and multipath (bounced and out-of-phase 

signals that normally distort reception)
● Suddenly physical location becomes part of the signal
● You get bounces from walls, etc, and get great signal…
● A sniffer 10 feet away (or outside the building) might see nothing from your 

data packets



Beamforming and phased array
● Next-level Sci-Fi stuff
● Multiple omnidirectional antennas - antennas that send signal in all directions
● Triggering each antenna slightly out of phase with the other antennas lets you 

build a signal that acts like it’s directional
● AP can “beam” a signal directly at a user, making that user get a stronger 

signal
● Great for Wi-Fi
● Terrible for sniffing!
● AP has a directional signal pointed at a user; if you’re not in that direction, you 

may see no data at all



Newer cards, fewer cards, less drivers
● Of course, sniffing newer protocols requires a newer card!
● You might see the presence of a network (thanks to backwards compatibility)
● … but there’s no chance of seeing 11n data with an ABG card
● Or 11ac with an 11n card…
● Newer tech costs more
● Fewer companies make it
● Cheap cards not available
● There’s a handful of 11ac cards that work…
● And as far as I know, a single 11ax card that can do monitor right now (the 

newest Intel, with the 5.2 kernel)



Options for capturing
● So what are the actual options for capturing?
● Depends on OS...



OSX
● Capture with the built-in Airport card works
● Nothing else does, at least in the OSS world
● In theory possible to do USB capture, but would require a lot of code which 

hasn’t been written



Windows
● AirPCAP from CACE - but approaching EOL
● Some commercial products
● In theory USB is possible, but again, no code yet
● WSL cannot do USB.  WSL2 might?  It’s not yet clear, but being based on 

Hyper-V it’s unlikely.



Linux
● Best chance of it working
● Many chipsets work:

○ Intel
○ Atheros (most)
○ Mediatek (new kernels)
○ Raspberry Pi built-in (with kernel patches)
○ Often others

● Small / embedded systems can be very good for feeding packets to a 
full-fledged system running Windows or OSX

● Often available as LiveCD/LiveUSB



LiveCD (well, LiveUSB)
● Multiple live distributions of Linux meant to run off a CD/DVD, or more 

recently, USB
● Kali is the most common; also Pentoo and recently, Parrot
● Typically the simplest way to get going

○ May not have the latest versions of the tools you need
○ May not be simple to compile new tools in

● Many have a ‘persistent storage’ file on USB to let you save changes between 
reboots

● May require disabling secure boot & other security options in your BIOS



Virtual machines
● Generally discouraged because there are a lot of edge cases
● USB devices may work with USB passthrough
● I’ve had good luck with VMWare on Windows.  Lots of problems reported with 

VMWare on OSX
● Hyper-V cannot do USB
● Often the community will immediately refuse to help if you’re running in a VM
● May be possible to do PCI passthrough on Linux KVM, but at that point you’re 

already well into making custom stuff



Remote capture
● Kismet supports remote capture over TCP
● Lets you take a cheap Linux system and use it to funnel packets to your ‘real’ 

system
● Any device that can capture packets, to any system capable of running the 

Kismet server
● Transparent - fully controllable as if it were a local source
● Raspberry Pi, OpenWRT routers, and others are good candidates for remote 

capture
● Good option for feeding packets to Windows/WSL, OSX based Kismet 

servers



When you don’t need monitor
● You don’t need monitor mode when:
● You’re analyzing traffic from a program to a server using your laptop
● You’re looking at broadcast/multicast stuff coming to your system
● You’re looking at data packets leaving your system
● You’re looking at data traffic network-wide tapping the wired side



When you DO need monitor
● You absolutely need monitor mode to:
● See Wi-Fi level non-data packets
● See access points
● See Wi-Fi level DoS or spoofing attacks
● Find hidden APs
● Attack WEP or WPA



So let's talk about Kismet
● Designed to do a handful of things
● Manage Wi-Fi cards

○ Deal with different driver quirks and get them into monitor mode
○ Keep the OS from breaking our config
○ Channel hopping

● Enumerate networks and devices and their relationships
● More “network” and “device” centric than packet centric
● Can also generate a packet feed for deep packet analysis with a tool like 

Wireshark
● Handle a bunch of different types of radios, including more than just Wi-Fi



Old Kismet
● Kismet has been around since 2001
● You’re probably used to it looking like this, if you’ve used it before..





After a significant rewrite...
● Kismet now has a new web-based UI
● Records queryable over HTTP and exportable over JSON
● New logging system w/ single-file logging
● Live pcap feeds over HTTP
● Seamless remote capture









Kismet vs Wireshark
● Kismet and Wireshark do different things, and absolutely you’ll want to use 

both for Wi-Fi
● Wireshark is packet oriented
● Kismet is device oriented



Traditional packet capture
● Plug into the network you’re capturing from
● Or, enable a span port or tap on the network you’re capturing from
● Look at the packets.
● Maybe you need to switch VLANs, at worst



Wi-Fi packet capture
● If you’re just trying to monitor a single known user, tap into the wired side…
● If you only need to care about data flow not wireless behavior, tap into the 

wired side
● Otherwise, no single source of data
● What channel is the AP the user is connected to on?
● Is it user-to-user traffic?  Does it even leave the AP?
● Is there another AP right next to you that’s flooding the airwaves with its own 

traffic?
● Did someone bring an AP from home in and plug it into the network?
● Is someone sending non-data packets to try to disrupt your network?



What Kismet does with packets
● Kismet looks at the contents of the packets and decodes them (like 

Wireshark)
● But then Kismet sorts them into access points, devices, and so on
● Tracks interactions between devices, such as joining a network, leaving, 

advertising a new network, changing encryption, etc
● Can include geolocation (GPS) data with packet capture
● Massages different packet types into one coherent record
● Offers insight and the ability to drill down into network and device details
● Offers filtered packet streams to feed into Wireshark!



How Kismet sees a network



Data over time
● Data seen over time - total number of packets from each device
● Decoding beacons - Wi-Fi beacons contain a ton of information about the 

network, and can contain info about the channel, number of clients, and more
● Collecting handshakes - tools like Aircrack can use the handshake to derive 

the network password
● Client behavior over time when they join and leave different APs
● Trend-based security alerts when attributes change



How Wireshark sees the network



Packet-oriented
● All the same info, but presented very differently
● Not obvious immediately what clients are associated to the network
● Being packet-oriented, Wireshark is excellent at digging into specifics within 

individual packets, which Kismet isn’t as good for



Wireless packet types
● Ethernet has one type of packet - a packet with data in it
● Wi-Fi has 3 main types of packets
● And something like 45 sub-types spread between them



Management packets
● Define the network (beacons)
● Control access to the network (probe requests and probe responses)
● Typically contain nested lists of data which contain all the options (SSID, 

encryption, nearby-radio reports, anything the standard or some company 
thinks need to get shoved in there)



Control packets
● Extremely short packets, often with only one MAC address
● Used for collision detection and avoidance
● Used to reserve the channel for transmit
● Used to confirm data received correctly



Data packets
● Most like an Ethernet packet
● Holds the data contents - snap header, etc
● May be encrypted with WPA, etc



You need all 3
● You need all 3 to know what’s going on
● Without capturing management packets you can’t know network capabilities, 

SSIDs, etc
● Without management you can’t see most denial of service attacks
● Control packets control retransmits, and can reveal hidden nodes
● Data packets contain the network payloads
● You’ll see all of them in Wireshark when looking at pcaps



Channel hopping



“You can see all of the channels, some of the 
time, or some of the channels, all of the time, but 
you can’t see all the channels all the time.”

-- PT Barnum



“Don’t trust every quote you read on the Internet”

-- Abraham Lincoln



Why channels matter
● Wi-Fi breaks the available frequency ranges up into channels
● Some channels overlap, some don’t
● On 2.4GHz, channels are 22MHz (or 20MHz) wide, but only 5MHz apart
● Sniffing on one channel gets you packets from adjacent channels
● Typically 1, 6, and 11 are the only channels that are considered 

non-overlapping on 2.4GHz.  It gets far worse with 802.11n and 40Mhz 
channels!

● On 5GHz there are many more, non-overlapping channels
● There’s also 40MHz channels for 802.11n
● There’s also 80MHz channels for 802.11ac
● There’s also 160MHz channels for 802.11ac



Channel challenges
● A radio can only tune to a single channel - they’re designed to exclude other 

channels as much as possible
● A radio can usually only tune to a single channel mode - 20MHz, 40MHz, 

80MHz; it may not see data on other modes
● To see what’s happening across all channels, we need to keep changing the 

channel
● It’s a trade-off: You can try to see everything happening on one channel, or 

you can see a little of what is happening on many channels
● Like trying to listen to all the FM radio channels, you can listen to one, or you 

can seek through them all and hear 5 seconds at a time
● More channels = less time per channel



Channels, channels, everywhere
● 802.11b:  1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11
● 802.11g: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11

● 11 channels (or 14 in some parts of the world)
● Channels are 22 (or 20) MHz wide and 5MHz apart, significant overlap
● You want to cover all channels, but will often see traffic from 3 channels away



802.11a
● 36, 40, 44, 48, 52, 56, 60, 64, 68, 72, 76, 80, 84, 88, 92, 96, 100, 104, 108, 

112, 116, 120, 124, 128, 132, 136, 140, 144, 149, 153, 157, 161, 165, 169, 
173, 177, 181

● 38 more channels, combined with the 11 at 2.4GHz
● Still 20MHz wide, but now further apart - notice the gaps?
● Better for signal, but worse for sniffing; channel overlap doesn’t really help us.



802.11n
● 1, 1HT40+, 2, 3, 4, 5, 6, 6HT40-, 6HT40+, 7, 8, 9, 10, 11, 11HT40-, 36, 

36HT40+, 40, 40HT40-, 44, 44HT40+, 48, 48HT40-, 52, 52HT40+, 56, 
56HT40-, 60, 60HT40+, 64, 64HT40-, 100, 100HT40+, 104, 104HT40-, 108, 
108HT40+, 112, 112HT40-, 116, 116HT40+, 120, 120HT40-, 124, 124HT40+, 
128, 128HT40-, 132, 132HT40+, 136, 136HT40-, 140, 140HT40-, 149, 
149HT40+, 153, 153HT40-, 157, 157HT40+, 161, 161HT40-, 165, 165HT40-



How did we get 64 channels?
● Added 40MHz wide channels
● Above and below some channels (HT40+ and HT40-)
● Now we need to look at channel 1… but also 1HT40+.  And 6, but also 

6HT40-.  And 6HT40+.



802.11ac
● Wait for it...



91 channels
1, 1HT40+, 2, 3, 4, 5, 6, 6HT40-, 6HT40+, 7, 8, 9, 10, 11, 11HT40-, 12, 13, 36, 
36HT40+, 36VHT80, 40, 40HT40-, 40VHT80, 44, 44HT40+, 44VHT80, 48, 
48HT40-, 48VHT80, 52, 52HT40+, 52VHT80, 56, 56HT40-, 56VHT80, 60, 
60HT40+, 60VHT80, 64, 64HT40-, 64VHT80, 100, 100HT40+, 100VHT80, 104, 
104HT40-, 104VHT80, 108, 108HT40+, 108VHT80, 112, 112HT40-, 112VHT80, 
116, 116HT40+, 116VHT80, 120, 120HT40-, 120VHT80, 124, 124HT40+, 
124VHT80, 128, 128HT40-, 128VHT80, 132, 132HT40+, 132VHT80, 136, 
136HT40-, 136VHT80, 140, 140HT40-, 140VHT80, 144, 144HT40-, 144VHT80, 
149, 149HT40+, 149VHT80, 153, 153HT40-, 153VHT80, 157, 157HT40+, 
157VHT80, 161, 161HT40-, 161VHT80, 165, 165HT40-



80MHz channels
● Now we have 80MHz wide channels, plus 40MHz, plus 20MHz.
● 80MHz channels can have many ‘control’ channels with the same data 

channel… but we still need to look at each individually.

● 36, 36HT40+, 36VHT80, 40, 40HT40-, 40VHT80, 44, 44HT40+, 44VHT80, 
48, 48HT40-, 48VHT80, 52, 52HT40+, 52VHT80



Just gets worse
● 802.11AC Wave2 adds 160MHz channels and 80+80 (dual 80MHz not next to 

each other)
● 802.11AX adds more wide channels
● Some devices use custom 5MHz and 10MHz



More & faster
● So we have to change channel, quickly, to see what’s going on
● We can do two things:

1. Hop faster; but at some point it doesn’t make sense to channel hop quicker.  
Kismet defaults to 5 channels a second, and that can bog down some radios 
and operating systems

2. Add more radios.  This adds more power requirements, more cost, and more 
antennas





Kismet & multiple cards
● Kismet can run just about as many Wi-Fi cards as your system can support
● … And even more over the network, using embedded sensors
● Practical limits come into play; After 5 or 10 cards the kernel can start having 

a Bad Time, and an even worse time depending on the card type
● Pushed network-attached cards over 50 without much trouble
● Still needs more RAM and processor power on the server to handle the 

packet loads



Smarter hopping
● Kismet tries to maximize channel hopping by two main ways:

1. Scrambling the channels.  Channels are shuffled so that Kismet won’t hop to 
two overlapping channels in sequence

2. Offsetting the channel list between cards so that two cards won’t be on 
overlapping channels at the same time.

● As you add more cards, Kismet will automatically offset it so you cover as 
many unique channels at once as possible



Crazy Kismet setups
● Massive number of radios for massive channel coverage
● Wi-Fi Cactus uses 25 Hak5 Wi-Fi Pineapple Tetra units
● Each runs OpenWRT and has 2 802.11abgn radios
● 50 total radios
● Network remote capture to an Intel i7 NUC
● Reported ~515,000 devices in a single session at Defcon
● Filled a 2TB SSD every 2 hours





Mobile monitoring



Car NUC
● Intel i5 NUC
● Fanless industrial case - one giant heatsink
● 802.11AC, Bluetooth, RTL433-SDR, and 900MHz zigbee



Test crate



Test crate
● 2U soft-case portable rack
● 2x Pineapple Tetra (4 radios)
● RTL433 radio
● Assorted USB radios
● Intel i7 NUC
● Testbed and conference demo kit
● Too heavy and obnoxious to fly with



Highly portable



Intel Compute Stick
● Intel CS125
● Quad-core Intel Atom
● 2GB RAM
● 802.11AC and Bluetooth
● Makes a nice portable system for site surveys
● Costs more than a rpi3 but is significantly more featureful ($120)
● “Big” versions based on Intel M3 with 4 gig of ram available ($300)





Scaling what you need
● Kismet has a lot of memory tuning knobs
● Memory used depends on the types of devices seen since Kismet tries to only 

allocate memory as needed
● Some rules of thumb:
● RPI3b+, 1GB RAM: 25,000 to 30,000 devices in a single session
● Intel i5, 16GB RAM: 300,000 devices in a single session



Per session
● Remember this is per session
● No reason smaller devices like a rpi3 can’t be used with hourly session 

rotation, or similar
● Kismet has device timeout and log timeout options



Antennas



Antennas
● Antenna choice matters
● You’ll want to pick based on what you’re trying to do
● Always remember: antennas don’t add power, they just shape the power you 

have
● Always going to be a tradeoff of reception in one area for reception in another



Antenna shapes
● Antennas usually come in one of two basic shapes
● Omnidirectional - radiate in all directions (hence, omni), either as a sphere or 

a torus (donut)
● Directional - focuses the power in one direction. Directional antennas are 

highly variable, typically from 180 degrees down to a few degrees



Reading antenna graphs
● All (reputable) antennas should come with a chart that shows their gain in 

various directions
● Typically shown as horizontal and vertical gain



Hazards of high gain
● You might think “more gain is more better!”
● It really, really depends on what you’re trying to do
● Increasing gain decreases coverage
● You can over-amplify:  Too much gain, too close to an AP, is like someone 

screaming in your ear.  It’s very loud, but may not make much sense
● You can’t get more signal, only shape it - so increasing gain takes signal away 

from something else
● All those cards on Amazon that come bundled with “18dB omni” antennas 2 

feet tall…
● Where do you think the signal gain comes from?
● Using directional antennas blinds you to other networks



Universal gotchas
● Wi-Fi needs antennas for Wi-Fi
● SDR needs antennas for the frequency you need
● You can’t just take a generic antenna for CB or something else and use it
● Must be the right frequency - 2.4GHz and 5.8GHz for Wi-Fi
● Must be 50 Ohm impedance (cable tv and CB use 75)
● Must be the right connector:  Almost all Wi-Fi gear uses RP-SMA but check 

your manufacturer!



More than just Wi-Fi?



Other things Kismet can sniff
● If you have additional radios, Kismet can sniff more than Wi-Fi
● You’ll need the right hardware though - Wi-Fi radios can only see Wi-Fi, you 

won’t be able to see other protocols or frequencies



SDR vs dedicated
● A lot of these captures use a SDR, Software Defined Radio
● A dedicated radio (Wi-Fi, Bluetooth, etc) uses a chip designed for the 

protocol, and radio components designed for the protocol
● A SDR uses a generic receiver which can typically tune to many frequencies 

and passes raw data to the OS
● Upsides: Super flexible and can see an “infinite” number of protocols
● Downsides: Software is hard, radio is less discriminating, cost is high, power 

consumption is high



Cheap-as-dirt SDR
● The RTL-SDR uses a tuner designed for european digital terrestrial TV, DVB
● Someone figured out how to make it report raw samples
● It’s not a good SDR
● But it’s a very, very cheap SDR.
● How cheap?



This is one of the expensive ones



So cheap it’s good
● It really is a crap radio
● But for $20 or less to see a bunch of protocols…
● Kismet can use it for a number of things
● Or use a number of RTLSDRs for different things at the same time



Rtl433
● One of the other ISM radio bands is 433MHz
● A lot of little sensors live on it - weather stations, remote control light switches, 

wireless thermometers, and so on
● The tool rtl_433 can decode them
● Kismet integrates rtl433 as a capture type



Weather station







ADSB
● Airplanes have a radio beacon which advertises the flight number, heading, 

speed, altitude, and location
● Called ADSB or Mode-S
● You guessed it, the RTLSDR can see it…
● Kismet plus airplanes?  Why not!







AMR
● Modern power and water meters use a protocol called AMR (Automatic Meter 

Reading)
● This lets the power company read your meter from the street
● Usually on the 900MHz ISM band
● RTL-SDR can see it!
● Kismet can collect it!







Bluetooth
● Bluetooth can be a challenge to sniff
● BTLE is easier to find
● Kismet currently works with on-board Bluetooth cards in Linux to scan
● Scanning mode only right now
● Looks for advertising BT classic devices
● Looks for BTLE





Zigbee
● Kismet can capture Zigbee using the Freaklabs cards
● More to come
● Right now Kismet captures, but doesn’t dissect
● No device display, but packets go in the pcap for Wireshark to use



Mouse and Keyboard
● A common chipset used for mice and keyboards is the NordicRF 2.4 chip
● Sniffable using a range of hardware, including the CrazyPA
● Various devices are more (or less) vulnerable
● Some use NO encryption
● Kismet uses the MouseJack firmware and a CrazyPA or compatible USB 

device



ZWave
● ZWave home automation can be seen by the Yardstick1 and rfcat
● YS1 uses a cheap radio that can decode many formats
● ZWave decode in Kismet is super basic right now, more a proof of concept



Detecting shenanigans



WIDS
● IDS = Intrusion Detection System
● WIDS = Wireless Intrusion Detection System
● Aren’t we clever in naming?  I didn’t come up with it.
● Kismet can do a number of WIDS-like functions
● There’s also WIPS - Wireless Intrusion Prevention System…
● Kismet isn’t that.  It’s also arguable how much prevention against some 

attacks you can do!



Wi-Fi attacks
● Surprisingly large attack surface
● Denial of service (DoS) attacks against the Wi-Fi protocol
● DoS against the physical media (RF jamming)
● Impersonation and spoofing attacks impersonating the wireless infrastructure
● Impersonation and cloning attacks impersonating wireless clients
● Exfiltration of data over Wi-Fi where there shouldn’t be Wi-Fi
● Attacks against company infrastructure over Wi-Fi
● Attacks against the Wi-Fi drivers directly in clients and access points



Kismet alert modes
● Kismet has two main alert mechanisms
● Trend based alerts, where nothing is specifically wrong, but getting a lot of 

packets can be a problem (for instance, DoS attacks)
● Fingerprint based alerts, where a packet of that type should never occur, or 

where specific attacks against drivers or encryption can be identified
● User-configurable fingerprints like SSID matching



Kismet IDS detections
● Automatic learning & alerting on encryption, channel, and DHCP changes and 

conflicts.  If the same AP appears on two channels, or suddenly advertises as 
“Open” when it was previously encrypted, Kismet will let you know.  On Open 
networks, if a DHCP client changes OS or other fingerprints, Kismet will let 
you know

● Regex-based AP spoof detection; Kismet can be configured to detect 
variations of your SSID and alert on attempts to fool users

● Fingerprints of attacks against WPA, iPhone and Android Wi-Fi drivers, 
brute-force attempts against WEP and WPS, and more



Advanced fingerprinting
● Still being developed
● Instead of using only the MAC address and SSID text, fingerprint more 

attributes
● Beacons have a LOT of tags in them - Kismet now fingerprints the ones that 

shouldn’t change
● Gives better insight into network spoofing - now tools have to accurately spoof 

everything about an AP
● Tag list used for fingerprint is configurable, too



The more data we have…
● The more we can look for discrepancies
● Being able to compare over time and see how multiple devices are claiming 

the same thing lets us look for oddities



Integrating with other tools



Making Kismet talk to other tools
● What good is a tool if it can’t talk to other things?
● Kismet has several APIs for talking to other tools
● Old Kismet had a weird TCP protocol kind of based on IMAP
● New Kismet has HTTP, a REST-like interface, and outputs JSON
● New Kismet also has a runtime IPC protocol to extend functionality



Rest API
● Everything in the Kismet UI is generated by the REST-like API
● Kismet outputs standard JSON
● Any language that can talk HTTP and JSON can talk to Kismet
● Heavily documented - one of the big failings of the older Kismet code was a 

lack of docs
● Python module available in pip (kismet-rest)



REST API features
● Trivial to query devices, access points, etc
● ‘Ekjson’ streaming format (just like tshark) for incremental processing
● Windowed device viewing (efficient loading of target areas of very large 

numbers of devices)
● Streaming pcap and pcapng format for live packet export
● Alerts, messages, etc
● Mandatory documentation of fields and live retrieval of all fields





Pcap over HTTP
● Grab live packets from Kismet - from anywhere you can reach the Kismet 

server…
● Filtered by capture source, tracked device, etc…
● As a pcap-ng with original capture source and all original headers!



Proxy
● Oh yeah - and since Kismet is HTTP…
● You can run it through a proxy like nginx
● Proxy a directory into a Kismet server
● Add SSL via LetsEncrypt, etc



Kismetdb log
● Old Kismet logs were separate logs for GPS, pcap, and networks
● Using poorly-documented and often slightly malformed XML which nobody 

liked parsing
● New unified log format
● Holds packets, messages, non-packet data (like SDR records and such), 

GPS, device records; everything Kismet knows about
● Actually just a sqlite3 file
● Complex records stored as JSON blobs (a trick stolen from NoSQL databases 

and ELK)



Simple to process
● Kismetdb Python module in pip
● Any language which can talk sqlite3 and JSON can decode everything
● Trivial to convert to CSV, text, WIGLE, etc
● Tools included to turn kismetdb into PCAP for wireshark, other tools
● Normalized data for searching for specific logs



Historic live data!
● Having kismetdb logs gives us something else though…
● Live access to historical data
● Typically Kismet processes packets, logs them, and has no access to them 

again.  Same for alerts and IDS events, and so on
● Now that we can query the kismetdb log, we provide REST API access to 

historic data



Packet slicing
● API lets us request a pcap file of packets, with filtering
● Want to grab all the packets within 5 minutes before and after an IDS event?
● All the packets with a signal stronger than -20dB?
● And so on…  filter by time, capture source, signal, location boundaries, packet 

size…
● All queryable over JSON to get on-demand PCAP files



Handshake logging
● Since we can generate pcap and pcapng on demand…
● Kismet will also track WPA handshake packets
● Flags when a complete handshake has been found
● Download of a beacon+handshake for feeding to tools like aircrack-ng and 

hashcat
● Also captures handshakes with a PMKID for new attacks





Extending Kismet
● Kismet also has an IPC API (inter-process communication)
● Kismet packet capture and remote capture use the IPC channels
● External tools can also interact with the Kismet server to add features…
● Like adding new REST endpoints to the API, querying Kismet directly, and 

extending the Javascript and HTML UI



Which gets us...
● All sorts of options
● For instance, the ability to manage long-running processes (like testing WPA 

security during a pentest) and expose the status of them back to the user via 
Kismet

● Adding new protocols
● Automatically managing other external tools



Extending the UI
● The Kismet UI was designed to be extendable
● Datasources and plugins can add JS modules to be loaded automatically & 

add details for different decoders
● Or replace the entire UI with something else for specific purposes!



Mobile dashboard
● All new mobile-centric dashboard by ElKentaro
● Optimizes Kismet for small screens, tablets, etc
● Entire new UI written in HTML/JS and loaded as a plugin with no C++ code 

required





Future integration with Wireshark
● Soon will have Kismet tools for integrating directly with Wireshark, thanks to 

Wireshark’s extendability
● Goals soon:

○ Open kismetdb logs directly in Wireshark
○ Access Kismet servers directly in Wireshark using extcap
○ Access Kismet remote capture nodes directly in Wireshark using extcap

● Kismet remote cap + Wireshark extcap will give us the ability to capture 
packets from any OS by adding a simple USB device or Ethernet device. 



Stuff to do with Kismet



Wardriving and site survey
● Wardriving - mapping and finding networks and devices
● Aka “Site survey” if you want to be respectable
● Kismet can integrate with GPS to log location as well as signal data
● Survey facilities looking for out-of-place networks, improperly configured 

networks, etc



Site WIDS
● Multiple Kismet sensors using remote capture to a single, big server
● OR
● Multiple Kismet sensors running servers, collected over the Kismet REST API
● Monitor client movement, access point state, etc across an entire building (or 

campus)



Kismet Central
● New project to collate Kismet server data for site-wide WIDS
● Not quite ready for public release, but will be OSS
● Based on the Docker and Django stack:

○ Docker
○ Django
○ Celery task manager
○ Postgres

● Kismet has restrictions because it’s designed to provide all the data from the 
runtime environment

● Kismet-Central is designed to collect data and operate on the Postgres 
database



Aggregating Kismet servers
● KC can take any number (for some large definition of “any”) Kismet servers
● Scrapes the runtime alert, server health, datasource health, and device lists
● Maintains maps, over time, of devices, Wi-Fi SSIDs, clients, etc
● Can alert across a whole deployment if an unknown device response for a 

SSID, can monitor clients across an entire deployment, etc
● Generates both a runtime UI and JSON data



Tracking SSIDs
● Able to aggregate SSIDs across all sensors
● Maps every BSSID beaconing or probing to the SSID record
● Allows drilling down to find clients across all BSSIDs in a SSID, regardless of 

Kismet server that saw it
● Can establish relationships of SSIDs on the same physical network, detect 

BSSIDs not advertising the correct encryption, and more



Tracking devices
● Devices can be APs or clients
● Can track devices across all sensors
● Know what physical Kismet servers saw a device
● Know when a sensor saw a device
● Track device behavior over time, what SSID it associated to, when, from 

where
● Drill down to the entire JSON record from each Kismet server, for each device



Combining log files
● Can also upload kismetdb logs
● Site survey logs, etc can be combined in the device list and SSID lists
● Can add detected SSID data and advertisements to the collection for 

non-real-time data



Getting Kismet



Source & packages
● https://www.kismetwireless.net
● Releases and latest code available in git to compile yourself
● Also packages for:

○ Ubuntu Xenial
○ Ubuntu Bionic
○ Ubuntu Cosmic
○ Ubuntu Dingo
○ Kali x86
○ Raspbian rpi3 and rpi0
○ Kali rpi3
○ Kali rpi0

https://www.kismetwireless.net


Distros can be slow
● Distributions are often slow to pick up new versions
● Strongly recommend you get the latest code or packages
● Packages available as releases and nightlies!



Compiling modern C++ can be challenging
● Kismet is about 3.5MB when compiled
● Some files need 2.5GB of RAM
● Modern C++ can be very very hungry resolving compile-time things
● Suggest packages for systems like rpi3, etc



Let’s taunt the demo gods



What’s next
● Stability and performance
● Supporting more RF protocols
● Better BTLE/BT support, Zigbee support
● More distro packages
● More remote capture options to support OSX and Windows



Info

https://www.kismetwireless.net

https://docs.kismetwireless.net

@KismetWireless

https://www.kismetwireless.net
https://docs.kismetwireless.net

