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Root Cause Analysis

TCP Case Study Packet Analysis exhibits from high visibility, high stakes critical problems



Analysis Workflow



The Needle



The Environment



Packet Traces



$tore Every Packet? 
Who can and is going to 
analyze them and when?



Finding The Stack With The Problem



Finding The Needle 



Multi-Tier Identification



Monitoring & Analysis Design

Wireshark Spans, Taps, Packet Brokers…



Instrumentation Phase 
Test Point Design



• Multi-tier Transaction Analysis

Multi-tier Transaction Analysis
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• Multi-tier Transaction Analysis

Multi-tier Macro vs. Micro
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HTTP / SQL 
Multi-tier 1 HTTP Post 

from client
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Middlewar
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HTTP / SQL 
Multi-tier 2

Back to client
With HTTP

SQL Calls complete
Query and returns 
Rows to Web1

SQL Calls finish  .497
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SQL Resp Time =.266

Web1 
Middleware 
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Tier Micro-Analysis Phase

Web                 App I/F #1&2      SQL               TransLogger        MF#1  MF#2  Time Breakdown



Summary of 
Multitier 

Monitoring



Multi-tier Transaction Analysis
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Tier Response Time Breakdown

All Tiers

App Tier 
slowdown 
impacted the 
Web Tier and 
ultimately 
users.



TCP Trace & Chart Exhibits



Performance Indicators
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Each slide that follows 
explains and illustrates 
the key to many past 
problems…
Findings expertly found and annotated 
provide the knowledge for Client 
employees, managers and vendors to 
take action to solve and optimize 
networks, systems and architecture. 

Without such key data trouble call 
bridges were without productive paths 
to diagnosing and solving critical 
problems. 

We worked with well over 100 
technologists virtually around the world 
helping them be more successful by 
providing definitive facts leading to 
optimization and problem resolution. 



Oracle 
Connect 
Slow



Oracle 
Logon Slow

Logon A is 72 
milliseconds… 

Logon B is 420 
milliseconds! 



JAVA 
Slow 
Client



HOP/TTL Incongruity “our own man in the middle”

32



TCP Data 
Duplication 
Details
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Significant 
Data 
Duplication

34



Data Duplication & App Processing

35



TCP – Packet Loss – Poor Recovery
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TCP – Session Performance

37



600 Seconds
4MB Data = 6666Bps
3.5 Sec Retrans Recovery

Peak Bps=80,000 observed
4MB Data @80kBps
50 Seconds

550 Second Transmission Delay

TCP – Session Performance



TCP – Session Performance

39



Route Changes Impact on TCP Sessions

40

• Instability of routing metrics



SMB Response Time



FTP Fail due to Reset



NetMon VRTP Tool



Firewall 
Ingress vs 
Egress



HTTP Slow Response time



TCP Window Chart
The figure below provides a brief snapshot of the TCP Receive Window behavior on WAPPBI01. This was graphed 
based upon the advertised window size for receiving SQL traffic (TCP 1433) for a single session. It provides a 
detailed explanation to the events. The total time lapse for display are limited to 787ms in order to provide 
adequate visualization of the information (i.e. limit data points)



HTTP Response Times



TCP Selective Ack Analysis



TCP / IP 
Manual 

Calculations



Citrix Analysis
Technical Lessons Learned Training



1. How Citrix 
Wyse Terminals 
Boot in the 
Client 
Environment

The steps outlined and the 
timings of each step.  This 
helps you understand so you 
can troubleshoot a problem 
with a step.



1a1 How Citrix Wyse 
Terminals Boot in the 
Client Environment 
Packet by packet. 
Here are the packets that go along with the 
chart and the step in the previous slide.



2. How Citrix Wyse 
Terminals Boot in the 
Client Environment
DHCP and NTP steps



3. How Citrix Wyse 
Terminals Boot in the 
Client Environment
FTP steps



4. How Citrix Wyse 
Terminals Boot in the 
Client Environment
HTTP 
Steps



1. Citrix Session Abort 
Signature 

“Chernobyl Packet”

The packet that evidenced a problem on a 
Citrix server.  This pattern was used as a 
signature on the Infinistream Sniffers to 
find these problems until they were 
remediated. 

Prior to this users were stuck in this cycle 
for hours. 



2. Citrix Session Abort 
Signature “Chernobyl 
Packet”
Signature details to use to build a filter to 
find these complex problems. 

This allowed rapid remediation until a 
solution could be found to fix the problem. 



3. Citrix Session Abort 
Signature “Chernobyl 
Packet”
More pattern details. 



Evidence of 30 
second delay for 
file access causing 
severe user 
impact.

The test showed that regardless 
of the Network share accessed, 
it took 30 seconds to open and 
start to read a file, or save a file. 

AppSense changes stopped the 
problem, and a work around for 
AppSense functions dependent 
upon the old configuration 
were found.



Citrix Wyse Terminal 
HTTP Boot Services 
Impacted
HTTP is used to load part of the Wyse 
Terminal boot processes necessary to log a 
user on to the Citrix system.

When a key component to the boot process 
is impacted the result is users not being able 
to log into Citrix haphazardly for periods of 
up to 3 hours.

This causes the user to hang and have to 
reboot the Wyse terminal repeatedly until an 
attempt is successful. 



Citrix Wyse Terminal 
FTP Boot Services 
Impacted
The same servers that provide HTTP services 
also provide file transfer services. 

The servers were found to have multiple 
problems contributing to users having 
lengthy periods of login difficulty sometimes 
for several hours. 

Our findings alerted the Citrix Team to 
rebuild and monitor the servers.



WAAS Analysis 
of Citrix
This was a quick analysis of the 
effectiveness of the WAAS 
compression of Citrix traffic. 

The amount of work done and the 
time it took to be accomplished 
seems to be minimal improvement 
in volume savings.

Due to the compatibility of various 
versions of Citrix and the version of 
WAAS it was recommended that an 
upgrade to WAAS be made to be in 
line with the version of Citrix used. 

Many potential problems could exist 
without the Citrix vs Cisco version 
match to respective versions.

Recommend not using WAAS until 
versions match support from both 
organizaitons. 



WAAS Analysis 
of Citrix

Multi-tier analysis 
required to evaluate the 
effectiveness of Cisco 
WAAS.

Using multitier makes this 
possible

Client needs the skills of 
multi-tier analysis for 
many multi-tier 
applications and 
appliances. 



File Access Problems with Citrix Servers
Analysis of file access problems were found to be due to AppSense and Microsoft file access issues.



Citrix User Filer 
Access Error 
Details 

Some files are not found and searched 
across many drive mappings creating 
an abundance of frivolous traffic.

Some files are there but due to a 
variety of reasons, file rights assigned 
that user or machine are not 
accessible.

Others are not accessible due to the 
type of account due to 
incompatibilities between the Client 
choice to use AppSense for Microsoft 
Profile management with NetApp 
Filers.  The complexities have made the 
installation of AppSense ineffective. 

File access by multiple machines 
logging in at the same time needing to 
access the same files could cause this 
observed file locking. 

We provided this to AppSense to 
ensure their upgrade addressed these 
manifestations. 



2 Verint logging every 
users access to Outlook, 
Web activity degrading 
Citrix Performance
This exhibit helped Verint debug like logging 
was indeed turned on at some point in the 
past. 

The logging was curtailed by configuration 
changes and assisted in incremental 
performance improvements. 



Server performance 
degradation 
pinpointed to 
AppSense logging
This analysis assisted 
Client getting AppSense 
support to assist with 
getting the debug 
logging turned off. 

Without details vendors 
often can’s understand 
the problem and it 
continues for years of 
degraded performance 
and lost productive 
time for thousands of 
users. 

It took many such 
examples and 
assertions to get the 
ball rolling with the 
vendor. 



Citrix Uses TCP Port 
69xx for provisioning

• Provisioning traffic is very heavy and considered 
normal by the Citrix team. 

• We have seen server performance degraded severely 
during provisioning. 

• Apparently this overhead is part of Citrix operations. 



Citrix 
provisioning 
traffic impact 
on network 
and servers

This shows the 
volume of traffic 
Citrix uses for PVS.

Again, this was said 
to be normal, but it 
was associated 
with a distinct user 
impacting server 
slowdown at this 
same timeframe.



Citrix Servers to 
NetApp Filers have 
long NT Notify times 

NT Notify is an SMB command 
that allows a system to ask for 
notification of any changes to 
a file while it is in use by the 
user.  

These commands cause SMB 
response times to seem long 
as a whole, and when deeper 
analysis is performed it is only 
the NT Notify transactions, 
which is an idiosyncrasy of 
operation. 



ARP Analysis Methods
By setting the view options on the analyzer 
one can see both the ARP requester and the 
address requested and the address that 
replied to troubleshoot complex MAC ARP 
resolution problems



Citrix User 
Performance 
Symptoms
These TCP Syn-Syn-Resets 
are sometimes due to SMB 
Requests that Microsoft 
asserts are due to checking 
alternate ports for file 
access between 139 and 
445 or when to the Proxy 
server to the Internet are 
due to Proxy server 
problems. 

The exhibit helps to 
identify the behavior.



Printing Issues

Printing slowness caused us 
to look for problems at the 
deep packet inspection level. 

As a result of these 
evidentiary exhibits which 
had to be asserted 
aggressively to Client and HP 
personnel until acceptance of 
the problems were accepted. 

Once evidence was accepted 
HP started to truly move to 
solve these managed print 
problems saving thousands of 
users hours printing. 

Big Win that would not have 
happened without exacting 
evidence and assertion. 



Printing Issues

Zero windows due to a bad HP 
protocol stack was the 
beginning of getting HP to 
escalate the managed print 
performance problems.

Without this evidence these 
problems and other 
associated problems would 
likely still exist. 



Local network 
problem example 
causing Citrix 
disconnects

One of many 
problems found 
at the boot 
process. 



Visualized Performance

WireShark / Sniffer 
Capture

Visualized Performance – Packet and Time Correlated

Opposing Packet Transaction Exchanges of:
 Packet Sizes
 Response Times
 Bits Per Second by Layer
 Offered load into TCP Window vs. Receive Window Size
 Offered load unacknowledged packets
 Packet rate of session vs. packets to others
 Cumulative Bytes
 Data vs. Application Efficiency
Error Visualizations:
 Lost data and Selective Ack Visualized
 Retransmission, Duplicate and Out of Order 



Session Summary 172.21.16.30:54283-10.231.42.11:22

Capture Location

SYN
SYN-ACK

ACK

84 ms
0.807 ms

FIN

RST

ACK

172.21.16.30
54283

Man in 
Middle

10.231.42.11
22

Init TTL 60/64 Init TTL 255
Init TTL 60/64

0/1 hops
0.807 ms

7 hops
84 ms

1/5 hops

214.596 ms

PKT 5266 PKT 4862
ACK 4311 ACK 960

Byte 261464
Byte 4284604

ACK 172440 ACK 38400

AVG PKT Size 50 AVG PKT Size 881

RWIN [16000, 16000]RWIN [62100, 65535]

Transaction 893 

Turn 3835 Ratio  4.29

RETRAN  1 RETRAN  24

DUP  2 DUP  1

OO Order 0 OO Order 12

MSS = 1460/1380
Window scaling = 0
Selective ACK Permit = 0
Selective ACK = 0
Time stamp = 0

MSS = 1380/1380
Window scaling = 0
Selective ACK Permit = 0
Selective ACK = 0
Time stamp = 0

SYN = 1
FIN = 1
RST = 1
PUSH = 953
URG =0
ECN =  0
CWR = 0

SYN = 1
FIN = 0
RST = 0
PUSH = 2240
URG =0
ECN =  0
CWR = 0

APP EFFI 101% APP EFFI 146%

Session duration 1 hour 12 minutes

EST BW 17 kbps EST BW 2 mbps



Session Summary in <etmc prob1 smb port 1678.cap> 

172.16.144.157/
1678

172.16.14.72/
445

Init TTL 128 Init TTL 128

PKT/Byte: 508/ 30479, ACK 419, EFFI 29% PKT/Byte: 827/1144013, ACK 8, EFFI 94%

PKT Size with data [79, 400] AVG size 59 

MSS = 1460/1460
Window scaling = 0
Selective ACK Permit = 1
Selective ACK = 116
Time stamp = 0

MSS = 1460/1460
Window scaling = 0
Selective ACK Permit = 1
Selective ACK = 0
Time stamp = 0

EST BW 97.56 Mbps (85% certain)

FIN
ACK

FIN
0.2 ms

Session lasts 3 seconds, data transfer intensive

SYN
SYN-ACK

ACK

0.2 ms

0.03 ms

0 hop, 0.03 ms 2 hops, 0.18 ms

2.78% packet loss, 28% of which
is secondary retransmission

2.78% packet loss

16.4% time wasted due 
to packet loss sent by 
172.16.14.72

PKT size with data [79, 1500], AVG size 1383  

Performance constrained by
• Network bandwidth
• Network packet loss
• High percentage of  second 
retransmission
• Sender window size with network 
packet loss

TCP response time  AVG 5.9 ms, 
[0, 361.46 ms pure ACK]

TCP response time AVG 0.78 ms,
[0.18 ms, 0.5 ms pure ACK]

APP response time  AVG 22.35 ms, 
[0, 1468.89 ms]

APP response time AVG 0.85 ms,
[0.22 ms, 16.05 ms]

RWIN [[61592, 64512]]
-> peer max APP rate 339.5 Mbps

RWIN [16384[64129, 65535]] 
-> peer max APP rate 344.9 Mbps

Outstanding PKT [1, 2]
Outstanding byte [1, 360]

Outstanding PKT [1, 16]
Outstanding byte [1, 42523]

Serious Events
• Application constrain (5)
• Sender window constrain (29)
• Forth retransmission (1)
• Third retransmission (4)
• Second retransmission (8)

Serious Events
• Application constrain (1)
• Delayed ACK constrain (1)

Integrity is good Integrity is good

0% packet loss sent by 
172.16.144.157

Performance is not 
constrained

Opposing packet size



Performance Event 
Detection

• Performance Limiting Events 
– Window Size
– IP Fragmentation
– Network Path Changes
– MITM (Man-in-the-middle)
– Connection Issues
– Bottleneck BPS 

• TCP Stack Characteristics
– TCP Options 
– App Data vs. TCP Control BPS
– Connection Setup and Teardown  
– Detailed TCP Statistics 

• Estimated Theoretical vs. Actual Performance
• Errors

– Problem Direction Identification

• Capture Integrity
– SPAN capture duplicates, L2, L3 Loop 



Related 
Packet

Session Event List

Time Interval Chart
Event List

Packet Trace



Opposing Packet Size



Chart Layout
Offered Bytes into TCP Window
Bits Per Second Throughput (colored by layer)
Response Time (colored by layer) 
Opposing Packet Size
Response Time (colored by layer) 
Bits Per Second Throughput (colored by layer)
Offered Bytes into TCP Window
Opposing Unacknowledged Packets (Visible CWIN)
Opposing  Packet Rate (Red – Green Exclusive)
Opposing Cum Bytes (colored by layer) 
Opposing Application Efficiency 
Directional Selective ACK
Directional Selective ACK
Directional Time Interval (Retrans / Dupe / Out of Order)
Directional Time Interval (Retrans / Dupe / Out of Order)



Opposing Packet Size



Response Time by layer



TCP Response Time by layer



Opposing Unacked Packets



Opposing IP vs. App Efficiency



Layer Response Times



Response Times



Offered Bytes into RWIN



Packetman007

Cogent … clear, collaborative, insightful

powerfully persuasive, balanced, weighty, inclusive

Topics   Prof Assn’s    Conferences    SME’s   Vendors
Content    Videos    LiveStream   Collaboration
Root Cause Analysis   Chat GPT  Cybersecurity
QUIC Protocol  SharkFest - WireShark  Betty Dubois
ISSA / ISC2 Leadership Podcasts 



Additional 
Word 
Exhibit

Client very slow due to local overhead 

Session Detail Report 

Summary 

This session is in the packet capture SQL2 WireShark Dr Roberts Desktop.ENC. The packets are exchanged 
between 172.16.144.152/2074 and 172.16.14.70/1433.  

This session lasts for 00:04:20 seconds, starting from 4/16/2009 8:23:42 PM to 4/16/2009 8:28:02 PM. Its 

topology is . In all diagrams, C represents the host 172.16.144.152. S represents the host 
172.16.14.70.  

 

Host 172.16.144.152 is 0.02 milliseconds round trip from the capture location. This host is 0 hops away from 
the capture location. It sends 1855 packets and 788187 bytes. 39.78% of packets are pure ACK. The average 

packet size is 424 bytes. The packet loss of this host is illustrated as . There is no packet 
loss between this host and the capture location. Its packet loss ratio between the capture location and the peer is 
0.11% (100% retransmitted packets are exactly the same as original packets, and 0% of retransmissions are the 
second or third retransmissions). The time wasted due to packet loss from this host is 0.76 milliseconds (0% of 
the session time). 0.11% of packets and 0.2% of bytes are wasted due to packet loss from this host. The min 
time taken to fully recover the packet losses is 0.36 milliseconds. The max time to recover is 0.4 milliseconds. 
The average time to recover is 0.38 milliseconds (2 observations).  

 

Host 172.16.14.70 is 0.22 milliseconds round trip from the capture location. This host is 2 hops away from the 
capture location. It sends 2162 packets and 1857181 bytes. 8.28% of packets are pure ACK. The average 

packet size is 859 bytes. The packet loss of this host is illustrated as . There is no packet 
loss between this host and the capture location. Its packet loss ratio between the capture location and the peer is 
0.28% (100% retransmitted packets are exactly the same as original packets, and 0% of retransmissions are the 
second or third retransmissions). The time wasted due to packet loss from this host is 0.08 milliseconds (0% of 
the session time). 0.28% of packets and 0.19% of bytes are wasted due to packet loss from this host. The min 
time taken to fully recover the packet losses is 0.02 milliseconds. The max time to recover is 0.03 milliseconds. 
The average time to recover is 0.01 milliseconds (6 observations).  

 

The opposing packet arrivals from both hosts are displayed below. 
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