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Thank you for returning for Part II, appreciate your partipation

Welcome Back

Me You
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◉ Symptom Description

◉ App Architecture Assumptions

◉ Analysis Workflow

◉ Essential Wireshark Display Filters

◉ Lab #1

◉ Visualizing App Behavior

◉ Trimming our PCAP  

Part I      Part II

Agenda – Two Sessions

◉ Load filtered PCAP into Advanced 

Analytics

◉ Visualize the App Behavior

◉ More Visualizations

◉ How to do this in Wireshark?

◉ Lab #2

◉ Wrap-Up
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◉ Supplements & Complements Wireshark Capabilities

◉ Investigate based on visual clues

◉ Faster real-time filtering, packets are pre-grouped, easy to navigate

◉ Delay Analytics for Server, Protocol, Congestion, Latency, and BW

◉ Protocol decodes from Wireshark

◉ Screenshots and reports help explain symptom analysis

Better Together

Why Advanced Analytics
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Predict response times

Summarize components of response-time delay
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PCAP Before Filtering
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◉ … take care not to filter too much… you might miss something important…

Be aware: Filtering can be a double-edged sword

Filter, Filter, and Filter Again
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From our work in Part I

Wireshark Display Filter
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◉ Can seldom be 100% certain we haven’t deleted something we need…

Extraneous traffic eliminated…

After Filter Applied
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◉ Now that we’ve eliminated the extraneous traffic we can leverage TA 

visualization features to see what application and protocol behaviors may 

be related to our 98% hang condition

◉ Goal is to identify cause of “98% hang” condition as quickly as possible

This is where Transaction Analyzer saves you time…

On to visualizing the traffic and behavior
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Right panel histograms provide visual clues worthy of research

1st Visualization:  Treeview
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Histograms show aggregated view of traffic over time

Zoom-in to Right Panel 
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These connections are short lived, we can (probably) rule them out

Not likely involved in the timeout / hang  (Guess)
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Expand into individual connections
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Client does not respond to SYN+ACK

Finding #1 - Sample Connection Failures - 

Nebulem
Clue: no payload / minimal duration
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Document Findings
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Shows packet exchanges over time – will deep dive into this next

These patterns look interesting
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Client sends RST after 10 keepalive requests

Finding #2 - Akamai does not ACK the client 

keepalives on connection 62057
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Visualization pattern provided the clue that we 

needed to look closer
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Document Findings
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Client sends RST after 10 keepalives

Finding #3 - Prod VIP same behavior
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Document Findings
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Discussion: Packets show us App and 

Protocol Behavior
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Drill Down into Connections for a different Tier Pair

TreeView – Examine another pattern example
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◉ Conn #1 and #2 opened concurrently

◉ Conn #3 opened shortly after #1 was reset

◉ Conn #2 and #3 both closed about the same time

◉ Conn #4 and #5 opened concurrently after #2 and #3 were closed

◉ What does this tell us about client thread management?

What can we learn before we start to look at decodes?

Interpretation & Value of the Visualizations



#sf23us – University of San Diego – June 10 – June 15

◉ Sequence and timing progression of blue lines suggest RTO retransmissions

What can we learn before we start to look at decodes?

Interpretation & Value of the Visualizations
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Finding #4: Conn#1 - Unstable connection, five 

retrans followed by RST  (Port 62131)
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Document Findings
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Client closes with RST about the same time as the earlier connection

Conn #2 - “Companion Connection” flows in the 

opposite direction, no retrans (port 62132)
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Document Findings
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◉ Concurrent traffic on both connections 

◉ We can’t see what is being transferred, but whatever is being transferred, 

is transferred on both connections 4 and 5 near simultaneously 

What can we learn before we start to look at decodes?

Interpretation of the Visualizations
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Discuss: App & Protocol Behavior
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◉ We’ll use a different visualization now to drill deeper into these six 

connections

◉ Data Exchange Chart

Zoom in to these six connections
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Data Exchange Chart
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◉ Time Period: 16:56:02 – 16:57:25

Each swim lane provides insights into “When” and “who” patterns

Data Exchange Chart Orientation
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Traffic between client and DNS Server 
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Traffic between client and Global Nebulem 
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Traffic between client and Akami 
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Traffic between client and sec-tws-prod-vip 
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Focus now on two servers
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◉ Temp filter and zoom in the time period and isolate client + 2 hosts

◉ All connections aggregated

◉ Histogram colors reflect packet sizes within each burst (default)

Clearly shows timing of retransmission patterns

Default “Payload & Retransmission” Visualization
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◉ Temp filter and zoom in the time period and isolate client + 2 hosts

◉ All connections aggregated

◉ Histogram colors reflect packet sizes within each burst (default)

Clearly shows timing of retransmission patterns

Default “Payload & Retransmission” Visualization
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Switching Lens, Same Connections
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◉ Now you can see different connections firing at the same time vs. all 

connections sharing the same histogram

◉ Select a block or arrow to see summary decodes

Same traffic with different coloring scheme…

Switch to “colorize connections” visualization
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Click through each slide for commentary

Slide Sequence for Discussion Left Mouse 

click and drag 

across to select 

these arrows 
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Click an arrow / block or “drag” across multiple groups

Show summary decodes
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Notice client (webex process) does not respond to FIN, server has to 
retransmit

Server wants to close connection (FIN)
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Document Findings
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Examine more highlighted traffic
Notice the 

exponential 

increase 

between packets 

– suggests RTO
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◉ From the traffic we can see the Webex client process is managing many 

connections to many servers

◉ Some of the traffic is asynchronous, which suggests a proprietary protocol 

contract between client and the servers

◉ Client would need to be responsible for some aspects error recovery 

◉ Above we can see client is not responding to FIN from server, this is 

usually the TCP stack’s responsibility
○ suspect client thread is interacting with the client OS TCP stack using advanced 

features / low level interfaces (guessing)

Discussion
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Burst of new DNS queries at 16:56:45 Could this 

mean client 

is starting 

over?
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Document Findings
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Notice two “one-way” connections are involved

Sample (Apparent) Healthy Keepalive Mechanism
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◉ Some sort of payload based keepalive pattern every 10 seconds

◉ Hypothesis – this is what normal looks like

After 2nd round of DNS queries and new connections

Possibly Normal Behavior
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Document Findings
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◉ For many connections, WebEx client will open the connection, but not 

respond to SYN-ACK from server

◉ For two servers in particular the server side does not ACK keepalive 

packets (having payload LEN=1)
○ Either the host is overloaded or keepalive packets are getting dropped

○ Servers with this behavior: Akamai and prod-VIP

◉ For some connections, the client sends FIN, but server then sends more 

payload, client then sends RST
○ This suggests the client and server are not in synch

Variety of connection synchronization issues

Quick Overview - Analysis Findings
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How would you do this analysis in Wireshark?
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◉ Open the pcap

◉ Open the display filter text file you downloaded from packet-foo 

◉ Apply the display filter and create a new pcap with only the packets that 

match the display filter

◉ Close the big pcap and open the one you just created

◉ Open Expert Info

Lab #2
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Expert Info Provided Some Basic Info
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Packet Lists have value, but getting context is hard
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Filtering and Colorization is Helpful to a Point
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◉ We used Wireshark extensive filtering to identify and isolate servers of 

interest

◉ We created a filtered version of the pcap and opened in Transaction 

Analyzer

◉ We gathered our findings mostly by following the patterns shown in the 

various visualizations

◉ We can deduce certain application error recovery / synchronization 

capabilities (or deficiencies)

◉ Update: After many months, the Webex 98% hung issue simply went away

◉ Clearly, someone “fixed” something

◉ A reasonable person would ask, “why did it take so long for the fix?”

Better Together

Wireshark + Advanced Analytics
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Final Discussion 
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Thank you for helping 

to test drive this 

session.  

Please provide your 

feedback on the 

survey to help me 

improve the session



#sf23us – University of San Diego – June 10 – June 15


	Slide 1: S10 - Wireshark plus Advanced Analytics...  …better together  The Webex 98% Hang Condition – Part II
	Slide 2: Welcome Back
	Slide 3: Agenda – Two Sessions
	Slide 4: Why Advanced Analytics
	Slide 5
	Slide 6: PCAP Before Filtering
	Slide 7
	Slide 8: Filter, Filter, and Filter Again
	Slide 9: Wireshark Display Filter
	Slide 10: After Filter Applied
	Slide 11: On to visualizing the traffic and behavior
	Slide 12: 1st Visualization:  Treeview
	Slide 13: Zoom-in to Right Panel 
	Slide 14: Not likely involved in the timeout / hang  (Guess)
	Slide 15: Expand into individual connections
	Slide 16
	Slide 17: Finding #1 - Sample Connection Failures - Nebulem
	Slide 18: Document Findings
	Slide 19: These patterns look interesting
	Slide 20: Finding #2 - Akamai does not ACK the client keepalives on connection 62057
	Slide 21: Visualization pattern provided the clue that we needed to look closer
	Slide 22: Document Findings
	Slide 23: Finding #3 - Prod VIP same behavior
	Slide 24: Document Findings
	Slide 25: Discussion: Packets show us App and Protocol Behavior
	Slide 26: TreeView – Examine another pattern example
	Slide 27: Interpretation & Value of the Visualizations
	Slide 28: Interpretation & Value of the Visualizations
	Slide 29: Finding #4: Conn#1 - Unstable connection, five retrans followed by RST  (Port 62131)
	Slide 30: Document Findings
	Slide 31: Conn #2 - “Companion Connection” flows in the opposite direction, no retrans (port 62132)
	Slide 32: Document Findings
	Slide 33: Interpretation of the Visualizations
	Slide 34: Discuss: App & Protocol Behavior
	Slide 35: Zoom in to these six connections
	Slide 36: Data Exchange Chart
	Slide 37: Data Exchange Chart Orientation
	Slide 38: Traffic between client and DNS Server 
	Slide 39: Traffic between client and Global Nebulem 
	Slide 40: Traffic between client and Akami 
	Slide 41: Traffic between client and sec-tws-prod-vip 
	Slide 42: Focus now on two servers
	Slide 43: Default “Payload & Retransmission” Visualization
	Slide 44
	Slide 45: Default “Payload & Retransmission” Visualization
	Slide 46: Switching Lens, Same Connections
	Slide 47: Switch to “colorize connections” visualization
	Slide 48: Slide Sequence for Discussion
	Slide 49: Show summary decodes
	Slide 50: Server wants to close connection (FIN)
	Slide 51: Document Findings
	Slide 52: Examine more highlighted traffic
	Slide 53: Discussion
	Slide 54: Burst of new DNS queries at 16:56:45
	Slide 55: Document Findings
	Slide 56: Sample (Apparent) Healthy Keepalive Mechanism
	Slide 57: Possibly Normal Behavior
	Slide 58: Document Findings
	Slide 59: Quick Overview - Analysis Findings
	Slide 60: How would you do this analysis in Wireshark?
	Slide 61: Lab #2
	Slide 62: Expert Info Provided Some Basic Info
	Slide 63: Packet Lists have value, but getting context is hard
	Slide 64
	Slide 65: Filtering and Colorization is Helpful to a Point
	Slide 66: Wireshark + Advanced Analytics
	Slide 67: Final Discussion 
	Slide 68
	Slide 69

